Lecture 13

Linear Space lllI:
Column Space, Null Space and
Solution Set of Ax=b
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I Today’s Lecture: Outline

Today ...

1. Column Space
2. Null Space

3. Computing the solution set of Ax =b

Strang’s book: Sec 3.3, 3.4



Today’s Lecture: Learning Goals

After this lecture, you should be able to

1. Explain relation of column space and solution set
2. Explain relation of null space and solution set
3. Write the general form of solution set of Ax=Db

4. Verify whether a number of vectors is linearly independent or not



Part 0 Review of




| Subspace: Definition and Verification

Definition 12.1 (subspace)
Suppose Vs a. We say W is a subspace of V if:
Wis aglbsqt of Vand Wis a/ffear space

Proposition 12.1 (criteria of subspace)

Suppose V' is a linear space. W is a subspace of V if:

) Wisasubsetof V, | ?“‘Liﬁf

i) W contains the zero element: 0 € W; ihe real number 0. eV

i) Wis closed under additonnu+ve W,VuveW. Clozed ude
iv) W is closed under scalar multiplication:au € W, Vu e W,a € R. [

Informally: A subspace of V is a subset that is closed under linear combination.

Eg 12.1 @s a subspace of R".

Eg 12.2 {x € R? @ a subspace of R*._,
— / _— S

ﬁ\/




I From Lec 12: Span

Definition 12.3 (span)

Suppose V' is a linear space.

Suppose % = {u;, W, ..., 0.} is a subset of V.

The span of % is defined as span(%) = {a;u; + ... + qu, | a, ..., a, € R}),

Fact: The[span)of any finite subset of V is mpace of W
g123: W={su+1v|s,t€ R} isthew LQ’]‘LCJ\LC,
emark: For simplicity, we can also say W is the spanofu, v.
S - % = R
/univalent statementsT—
({alul +...+aqu, |a,....,aq € R}is thw

{u(/ﬁPspans {%‘,+akuk | ay, .. .—617\,—%@}

{ul, ...,w }isaspanning setof {au; + ... + au, | ay,...,q, € R}




Part | Column Space




I Definition: Column Space

Definition 12.3 (column space)
Suppose A = [ay, ...,a,] € R™"is a matrix.

Therg span({a,, @ is called the/column space)of A, denoted as C(A).

In words: A’s column space is the.span of A’s column vectors.

Eg: Column space of A =

Eg: €)= &'

1o
4 3

2 3.

s the set {al

+ Q,

| oy, a0 € [R{}.

Have you seen this before?









I Remarks

Column space is “attached to” any matrix A.
Column space of A is defined JUST based on A.

Just like: rows of A, inverse of A are defined based on A.

\

Column of A is NOT defined based on
linear system Ax=9"

But....
there Is a relation...




I Column Space and Linear System

1 0] 1 0" ’
Eg: Column spacﬂ@: 4 3| isthe set {al 41 +a, |3]| |a,ap €R ¢,
) 2 3. 2. 3.

~ J

——~————

 — _ A

aq

or set 4[4 +30| |aj,ay €R ¢, orset {Aa | a € R?}.
200 + 3,

C - J

Matrix form:

al’aZ] L@C(A) = (w,a—eo(,aﬁ [ °(<,D(2€(2>,

ﬁ

— H(l'l, s, S.1.

-—’
L: D(|E,)+°(302

-9 =
= b - )(' 0 +y"a‘ha8 at Ieast one solution X

b/ﬁ‘%(ﬁmf




I Column space and solvability |

Proposition 12.1

Ax=b has a solution iffilb € C(A)|

Remark: The first result in this cle ss\abo olvability

near system.

—more will come later.

Review the proof: Ldﬂ’f "f wetrix—vec ((elam ’ﬁh)
[o=2s)] &> [0 o colmmsof Awin cosfienx ][> b ot specfied




I Column space and solvability

Proposition 12.1

Ax=b has a solution iff b € C(A).

Remark: The first result in this class about solvability of linear system.
—more will come later.

Review the proof:

m @ ' — LC of columns of A with coefficient x_I> X,b not specified

LC of columns of A with coefficier Given b
(or some Xy Exists x.




Column space and solvability

Proposition 12.1
Ax=b has a solution iff b € C(A).

Remark: The first result in this class about solvability of linear system.
—more will come later.

Review the proof:

@ b = LC of columns of A with coefficient x X,b not specified
e
cotar ns of A with coefficient x .

W (47‘31"'

b is in the set
{LC of columns of A w coeff x, for all x}
W@Oking at “sp@” (“all possible™).

Given b
Exists X.

b=AX
solvabl

Set: all possible x.




G jtwohbw C‘L“—Jd.; Comeant Oisks J/’“‘:
- as @07/4“.\ fanwa-Cl’W ey ]
L = AX

WZ 'f"":d 5+ov\1€m( s studes (X, %-%)

b7AX ool < Le C(A) .

F,U»TOA(? b o~ W‘fgbé
M stwdavh X thet ( c,v(eja»(/ o’rfawﬂs Crecded

Crecied b J b Cuhe- » / Morsgement (/v
E\N 5.;7(1, f/»o( S%mford ' 6009\9_ s o the lfﬁ Of H.‘gh—hnl view
QYA wetes Ppﬁc & B(Lf{h lﬂ)\o | 00”?0‘“"2‘ MM'—J b(l, Sfawfv'd

Oy eoted Gooﬁ'!



F;y SOMe L,
Ax=bL Kes o solvtn,

= (C(A).

CFW SO me@ I:
Ax =b obes T houe poluti




Part [I Null Space




I Subspace: Single Equation?

o
w= 2 2
Question: Is {x € R":x; +x, = 1} a subspace of R )?\f\

all
Mo [s]e W /@%
2 (g] EW. Mt clsel ud (C.
Question:w{:)_c S Rzm s a subspace of R?.

—_—

D 0eW A
Y&s 9 choml ude L RN
I)C 5K 85X, =0

‘d‘a" %(0‘)")+S‘(o<><z):o ::)(0()((10()9_) ew
SUXA) +5 () 32 S O, %45 €W



I Subspace: Single Equation?
Question: Is {x € R*: x; + x, = 1} a subspace of R*?

_Question: Is {x € R ; 3x; + 5x, = 0] @subspace of R2,
FVARAF

Definition (homogeneous linear equation)
ax;+...+ax 5@% a homogeneous linear equation.

Remark: a\x; + ... + a,x, = b where b £ 0 iseneous.

n
Fact: {x € R" | Z ax; = 0} is a linear space.

1=1
n

x e R"| Z ax; == b} where b # 0 is not a linear space.
i=1



I Taking intersection? Subspace?

Revisit the examp
Eg5¢c {x € R3 : 3x,

frother mechenism of o(ﬂ—fl‘ug SI»Lc/;aw

eS. .
yhitersehion

+ S5x

fR3.

—

Eg5d {x € R3: 3x; = x5} is a subspace of R .

What about thel intersection |of the two subspaces?

\/m A

ﬂYDlMW v D}L Uf 122 Sy/ﬁw

s



I Taking intersection?

Revisit the examples.
Eg5¢c {x € R®: 3x, + 5x, + x; = 0} is a subspace of R°.

Eg5d {x € R3: 3x; = x5} is a subspace of R .

What about the intersection of the two subspaces?

Expressed as { XER": VX +5%6+X=0, 3K= X;)

Answer:  (,  Qu losTd@,.

Docoust , ah this oxompl?, thtenseChom u][ two f(anu 0 o [he
Ths 9o meEvicel ahtwldom (on e ﬁmﬂrv/»ud 5 05 sg,sfe»\,



Homogeneous Linear System

Definition 11.2 (amogeneous linear systeriy
A homogeneous linear systeE S

where A € R"™" gre given and x € R™ is the variable
9




I Homogeneous Linear System

Definition 12.1 (homogeneous linear system)

A homogeneous linear system is
Ax =0
where A € R"™" are given and x € R™! is the variable

In words: a homogeneous linear system is a linear system with RHS being 0.

Theorem 11.1

The solution set of a homogeneous linear system Ax=0 Is a iinear spaoe)

<~
Remark: Also a subspace of R" .

Definition 11.3 ﬁspace) =,
of A, denoted as N(A)

The solution set of Ax=0 is called thg null space

Mad(4)



IProof W2 {XeR" | AX=0

Proof of Thm 11.1: Denote the solution set as W.
Wer. @
Step 1) Write definition!!

Need to verity:

PO e W. If XYW, e, ther xX eW, >’c’+)ew
(P2) W is closed under linear combination.  (Def *f Closal ander L)

54/.“;__% Vﬁr{@ (PQ ond (PZ) \
Veity () A5 =0. 0 €W, @ ) 0-H=2

Vﬁ"'fy (P2). ljc X, ?éW) €@, OSS((M)?’GW
Hha A(o‘ﬂ“)’“@? 0(0“890 QW@

L

Ax

e A(?ﬂ?' A?—HAV? = (+8=0 5o Xew Q)

(éoﬂ% CML,M ®,0,9,9, W» o SULS)’” ‘7‘ R



I What About Solution Set of Ax =b?

Judgement:
The solution set of a linear system Ax=Db is %ear @

h T e —

;Dakﬁﬁz

Col,u’\ﬁzr—Q% lﬂj ﬁ?é[,?l X\t X :)7 Ny
07 /l/O"( O [1)\,@* 9])&&‘

/A\X =0 o IL\«.@» Sr»{



Part Il Solution Set of
=0 and Ax=b




I Revisit: Infinitely Many Solutions for Homogeneous System

ReeF

i ) =0
100 -1 4 |0 Rt ‘
010 3 1 |0
001 2 2 |0
_O O O O O O_ ?'Vo_‘, Vﬁﬁlb“‘
Equivalent linear system: 2 > f*e’- Sor.
rxl—x4+4x5=0, rxl = x; — 4xs,
-
Xy + 3x4 + x5 =0, Xy = — 3X4 — X5
1= 9
&+ 2.X4+2.x5 = O, Xy = —2.X4—2x5,
1 0=0. 10=0. [ |
Solution set: s %

W= {[s—4t,—3s—t,— 25— 21,5,1]" | s, € R} C R

Thm 11.1 says: W=Null(A) must be a linear space.

But... do you really “accept” the claim? Or, how to “re-verity” it?



W =

Ths B

HVW o) %L-’\/* W o [ s sfcwz, th 0 more derect Waa "

p— S S [«li th(‘i] g);(e@)
= 0 )
N I

W

Fo-6h
ﬂ 2 Q/HEB ()

—ZS’

'3

He soluhbr 52t °f Ax=0, MAI=W
§0 l‘t') O Inhzov S‘?Gu, BM M-{- c’qo\r Wa o I‘b\eav Crnd 2({)

0
W hich p 57 of 2 vevtm $0 [hen s

exrmt'w o]‘MM



I Re-verify: Solution Set is Linear Space

Solution set:
W= {[s —4¢t, —3s — 1, — 25 =2t 5, 1]" | s, € R} C R*1

Thm 11.1 says: it must be a linear space.
How to “re-verify” it?



I Re-verify: Solution Set is Linear Space

Solution set:
W= {[s—4t,—3s—t,—2s —2t,5,t]' | s,t € R} C RA*1

Thm 11.1 says: it must be a linear space.
How to “re-verity” it”

Rewrite:
W={s[l,-3,-21,0]" +¢[-4,—-1,—-2,0,1]" | s, € R}

u v
nglya«(m,?j)

This is a set of all linear combinations of two vectors u, V>
— closed under linear combination
— W is a subspace of R>*!

_— D

—




Two woys dlasuribe the soluor et of Ax=0.

) Solwhon st of  AX=0 fs N(A),
2> QO\HL A)(:O, 9@1’ (@' com be shtoned "(‘] WZEF)_

-7

X = &, - oq'
Goluatiom get is 5P H®, — &Y



Solution set of AXx =b?

Previous pages: We know how to write the
solution set of Ax=0 in terms of linear space.

Next, we consider@

It only requires minor extra work.




I Example of General System

i . [t oo -1 4 |1
Augmented matrix in RREF: |7~ 7
001 2 2 ||7
000 0 0
. . yor f.—a Jorr -
Equivalent linear system: ?‘Wl / |
rxl—x4+4x5=1, (X, = xy = 4xs + 1,
<x2+3x4+x5=6, =><x2=—3x4—x5+6,
X3+ 2x, 4+ 2x5 =17, X3 = —2x,—2x5+ 7,
0=c. O0=c. L &
s €

Case 1: ¢ # (. Solution set is@n_@

Case 2: ¢ = (. The solution set is

ﬂ(;,u-u) -39 Ath, 252 7t+7,3/*> /&%—G[Rj ‘
S italineaw?/i/oﬁ




7( = (9/4#‘('(; ‘gQ“’&“L(’)—ZS')t‘&?/S’t)

KSR y
= S| -3 =
+ £
-2 =7 T 7
l 0 O
U (
o
’Q: -—:.'J OJ
v,




I Example of General System: Expression By 3 Vectors

W={[a—4B+1,-3a—-+6,—2a—-2B8+7a, ] |apecR}CR>

is NOT a linear space.

Eac@ can be written as

| | 4
6 -3 —1
x=|7|+a|=2|+p|-2 ,@
— 10 1 0
0 0 1 ~A—
= 9. 9 P»DLO‘ 'P s
’X? l V],
- 3 §olaian
What can we say about the 3 vectors? _7( KP
. ~ 100 —1 4
Vl,@ are solutions of [ARX =0 010 3 1
001 2 2
@asolution of n 000 0 0




IExampIe of General System

Explanation of (P2):
Setax = p = () the resulting vec a solution of Ax=b as well.

We call it "a particular solution”.

Fil ] 1 —4
6 -3 —1
X=X,+X,=|7| +a|-2 +p|-2],Va,fER.
0 1 0
of [o] [1_ W

|
:(rticular solution)""’f“"ZJ )4? ver
+ solution of Ax=0).., 0,\3 echy GOt +/{/(A) o

A complete solution



I Theorem on Solution Set of Ax=b

4 + 4.even flunbers|

Definition: Suppose V' is a linear space. — ‘add nw..Lg,;)
For any element v € V, and a subspace U, define

VHUE v+ ue U)

. \ :
Proposition™ ~.2 §L;‘ff¢a| ’[ﬂ\eor fj)M
The solution set of a linear system/AX = b s: q |

either (i) an empty set [ not F“‘"‘J 0"‘3‘“

or (il x)+ N(A), where X, is any solution of AX = b. shee ¢ W)

Complete solution = one particular solution + all nullspace solutions.



) b\dga ment  Questions

@ §olmr get Of (,/km 5757"&/\ (on Am ,exwz 2 e/e,»w;q

@ Coluttn 5ot Of [vheor rﬂsﬂm (on he AN N
it?,i«,:tz,:t;,w\} =7 v {//\155

@gow set of lihea 975*“" n be o Cirde /

{ (Xl; xb)' 7(;1-(-7(;':_ | j

Be apuse these set5 Gre /VDT 5‘\?)[&0( (heor sfaus,
12 . 'ﬁ)v DMZ e Chor )?; , "W“’&F 1 not & [hec, 9};0.&

_‘ var 3.2 (Con I\ﬂ(’; QNSWer 7“@51‘\\(»\5 On 'Ha fo/ld\'w et



Reading - lation to Inverse

For “good” square linear system AX = b, the solution iS

Fo@r\al rect@ystem AX = b, the solution is X, + NA).
Inrfvymo‘ 0(0. rlroHon

How are they related? .
b X%+ % “b C(bR)=mA)

Actually, X, = B_lbp L TS
11" —_
for certain matrix B obtained from A, eatt = Xp “\B"B ~BF X
and certain vector bp obtained from b. % %

Skip the defivation heré




I Think: What Other Questions?

We have presented an algorithm to solve a general linear system of equations.

In short, we are able to solve any linear system now.

What else ar



I Think: What Other Questions?

The complete solution is

X, +NA)=x,+CM)=x,+ v+ ... +V

n—r:

sp~ (V.- %)

Question: |s there a@mplea/vay to express C(M)?

v BAR))
>34 (1))

Check an example: G =
it

How to express C(M) igthezmp

~ wa( ‘95) = (0(4:2,\) da

gfw ({U\,lﬁ&) o<t7+/).247

(



Part IV Linear Independence




I Motivation: Simpler Way of Expressing Span?

Observation: span({ | . |, 1D

DI NI \O I \O
N

—

I

)

O

QO

D)

~~

——

Observation: span({w,2u}) = span ( "Rj)

Observatlon span({u V,@) = span&{ "7) )
D(U\~f’l\])4' Y(U’fl) é{—@)/>u+ (/)—r)/)’l)

Observatlon spanmuw

= span | 4&2, ) T 7%



Linear Dependence and Independence
A

Definition 13.1 (linear dependence)
Suppose Vis a linear space over R.

Suppose Uy, u,, ....,u, € V. We say( 1, Un, ...,@are linear dependent

If there exists real numbers ¢y, ¢, ..., ¢}, such that (cy, ..., ¢;) # (0,0,...,0) and
C1uy + ...+ C U, = 0 S‘ N"ﬂ’ﬂlfbl ML‘I\M ot U

AV (=)-(W4D) =0 W5 (28) =0 & 200
Think: Can we remove condition (¢, ..., ¢;) # (0,0,...,0)?
owwﬂ\l dhedes

Definition 13.2 (linear independence)
Suppose Vis a linear space over R.

Suppose Uy, Uy, ..., w, € V. We say u;, w,, ..., w, are linearly independent
If for any real numbers ¢y, ¢, ..., ¢, such that (¢, ..., ¢;) # (0,0,...,0), we

have | |
Clu1+...+Ckuk7ﬁO 0‘? M’\.(V\V'N" LC ar u(.‘ b M“M




) P

utv). u v
(Y You, your mom, your dad are linearly O@'fw‘d’a‘“‘t‘

W V
Your mom, your dad are linearly M‘TW

J(w\/) U
You and your mom are linearly fkdﬁ?m‘*

D010 #)e




I Examples |> Z 1

2 W
2
5 are linearly

2

u,2u are linearly

u,v,u+ v are linearly O[&r&w‘wk

are linearly IAMQM(XWJ‘

1
S S VHE U G
|

,———

S O
O :
c@oo

- are linearly ’)\”("JPQ/"‘M~ (YQTMH & Twa\




I Exercise “D o (Ded;(z,@ha&,& o~ l»«a(afw@‘*)

1|

2 6
1| |-3
2] |6

are linearly D

u,2u + 2v,2u — Sv are linearly D

01T
-1

NE

_O_

are linearly .L

_— O O

:ooo»—x:

u, v, 0 are linearly P ( ht Wd‘ CAWL (YZ
_ Deaf*w{\bn )
are linearly P

Columns of

0
0
1
0

O O S Q
S QO

1 O
0 1
0 0
0 O




I Linear Independence of Column Vectors

ign: Columns of matrix A are linearly Jho(efeno(cwt iff
as u/v\f7v~c solution.

for 54 uove ot Lec | s
xS AT

Corollary 13.1: Square matrix A is invertible iff the columns are linearly

MLI? 2aglent




I Checking Linear Independence

How to Check linear independence?

f the space is R”, then just need to solve a linear system!

f the space is NOT R”, need extra tools.



Linear Dependence and Span

Claim 13.1 (linear dependence and span)
Suppose Vs a linear space over R. Suppose u;, w,, ...,u, € V.

fu,,,...,u, are linear dependent, then there exists t € { 1,..., k}

such that:
) W, is a linear combination of uy, ..., W,_1, W ¢, ..., Uy

i) span{u;, Wy, ..., w,} =span({uy,...,u,_;,W,_q,...,W})

In other words, one element lies in the span of other elements.

The span of these elements can be further simplified.

Corollary: [fu, u,, ..., u; are linear independent, then
span{u;, W,, ..., u, } can NOT be simplified (i.e. expressed as the
span of kK — 1 elements)



Geometry

In the plane:

(yi. »2)

(x;. x2)

(x1. x2)
¥i. »2)

(a) x and y linearly dependent

In a 3D space:

!

Not in

aplane\ » V2

V3

Linearly independent vectors

(b) x and y linearly independent

In a plane
OA -
w1 - w2

Linearly dependent vectors




I Summary Today (write Your Own)

One sentence summary:

Detailed summary:



Summary Today (of Instructor)

One sentence summary:

We study how to solve Ax=D; linear independence, basis
and dimension.

Detailed summary:

1. Solving Ax=b
—Solution set of Ax=0: Null space N(A)
—Solution set of Ax=b: X, + N(A) or empty set

2. Linear dependence
—Linear dependent elements: trivial linear combination gets O
—Related to Ax=0 having infinitely many solutions



