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Four Fundamental Subspaces
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I Today’s Lecture: Outline

Today ... Four Fundamental Subspaces

1. Full-rang
2. Nullity

—
3. Orthogonal complement

/

4. Four fundamental subspaces
—

Strang’s book: Sec 3.4, 3.5



Today’s Lecture: Learning Goals

After this lecture, you should be able to

1. Tell the # of solutions of full-row-rank, full-column-rank matrices
# of solutions

- \/—’—_ﬁ

2. Judge orthogonal complement of another subspace

—

3. Tell four fundamental subspaces and their relations




Review of Related




/

I Review of Linear Independence and Basis

u;, ..., arelinearly independent iff the following holds:
ciuy + ... + ¢, = 0 only happens when¢; = ... = ¢, = 0.

u;,...,u form a basis of V iff the following two hold:
) they are linearly independent; [no redundant information; not too many]
i) they span V. [no loss of information; not too few]

Egl {€,...,e, }is abasis of R". (called “standard basis”)

Eg2 {E.,i=1,...,m;j=1,...,n} is a basis of R™".



I Review of Dimension and Rank

Theorem 14.1 (bases have same size) First big

- supporting
f{uy,...,w, } and {vy,...,V,} are bases of a linear i
space V, thenm =n.. in this course!

All bases have the same size!l We call it “dimension”!

Theorem 14.3 Second big
Row-rank, column-rank and rank of a matrix are the same, i.e., S#Eggrg'rgg
rR(A) =3 rC(A) = rank(A). in this course!

Equivalent expression: dim(Row(A)) = dim(C(A)) = # of pivots.

Supporting theorems:
They are so basic that you will
take them for granted after 1 year,

: : f t th “th "
Disclaimer Maybe “PA:LUH is anOther ublgn theorem’ but or even lorge ey are eorems

not a “supporting”-type theorem.



Part | Full Rank Matrices




I Full Rank Matrix

Definition 14.4 (full rank matrix)
etA € R™" WS
ﬁ YV ( N
f rank(A) = m, then we say A has full row rank. 1] /‘zDW\
f rank(A) = n, then we say A has full column rank. g\/\ [,f@”\

f rank(A) :@{m,\n/}) then we say A has full rank. “%W
7 N

Remark: Can also say “A is a full rank ix”. Reer K
y ull rank maty] R s el

1/ O
Elementary Row operations 0 1
0

' 0
/j s

s this full rajé, full row rank, full coluMank?
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I Row-rank and Column-rank

Y
Recall: @@are critical for@ [ O 0]

m — r shall be interpreted as (# of rows) - (row rank)

n — r shall be interpreted as (# of columns) - (col rank)

Think: What's special about “full row rank™ and “full col rank”
matrix’?

(Sounn 9.
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I Full Row rank and Full Column rank 4+
an (‘g”: u
. )

Proposition 15.1; If rank(A) = n, i.e., full column rank, then
Ax = b has at most one solution

(# of solutions must be 0 or 1; eliminate possibility of co).

his means: F (free var’s) exists in RREE

Relation: unique representation by indepedent set!,

A: [M&:’vq/nj,
Y WYys on lkubf_

AW‘Z] U = & D.,‘f o D(»(T/;' /M A Mt onwe 96% {DL\\\‘s.

:> MGW&ZWM ioﬁ/lz? ;kﬂ-‘l‘ﬂmf'W,QW?_
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I Full Row rank and Full Column rank

Proposition 15.1: If rank(A) = n, i.e., full column rank, then
Ax = b has at most one solution 0 JY
(# of solutions must be 0 or 1; eliminate possibility of co). ; -

his means: F (free var’s) exists in RREF

Proposition 15.2: If rank(A) = m, i.e., full row rank, then

Ax = b has at least one solution [ N Oo
(# of solutions must be 1 or oo; eliminate possibility of 0)
This means: no zero rows. /\K

Corollary 15.1 If rank(A) = m = n, then|Ax=b has exactly one solution.
< L —
s‘(iuava , then YAer N ble X = A-nl)




Part Il Nullity




I Back to Question on Expressing Solution Set

The complete solution is
X, + N(A) /X, + span{vl)

We use n — r vectors.

Question: |s there a ay to express N(A)?
ewar VeAVrS

More prof h

Do these —7r vectors orm apasis of N(A




I Express Solution Set Using RREF [I, F; 0, 0]
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I Solution of Ax=0

Pivot columns / Pivot variables
| _//l _ _xl_/_ _
Linear system: L 00 =141, 1V/[0
0 10 3 1|40
00 1 2 20| | |of
000 0 O x;\\ 0
1 —4] 1 —4] [ 1 ] (4] Free variables
-3 -1
[_F]= 5 9 -3 -1 ¢ -3 —1
1 1 0 Solutionx = | =2 =2 [J=S =2 +r|-2
0 1 1 O 1 0
0 1 | 0 1

The two columns of M are linearly independent.

Why?

In general, (n — r) columns of M are linearly independent.



I Why RREF provides (n-r) indep. Columns?
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“Nullity” Is the “true size” of solution set.



Nullity

Definition 15.1 (Nullity)

The dimension of the null space dim(N(A)) is called the “nullity” of A.

“Nullity” is the “true size” of solution set.

Previous slide shows: dim(N(A)) = n - r. Equivalently:

Theorem 15.1 (rank-nullity theorem)
Suppose A has n colu hen

Corollary 15.2
F

o
l.e., Ax = 0 has a trivial solu ior@

B

l
(L0

, (R

QQMW—] P\V‘ ] A?(‘;D Las Um‘?ue solutdy Y=D .



Invertibility Conditions

(Equivalent Conditions for Invertibility)
Let A € R™",

The following statements are equivalent:

1. Aisinvertible

2. The linear system AX = 0 has am Equation solving

A is a product of elementary matrices

A has n pivots; or equivalentl
Rank

The columns of A span R”.

Span

Linear independence
The columns of A form a basis.

dim(C(A)) = n.

Basis

Col space Dimension
Equation solving

@ dim(N(A)) = 0, or N(A) = 0F=> Null space dim

3
4
5
6. The columns of A are linearly indepgndent.
7
8
9

The linear system AX = b is sg)vablefor any b.




Part [l Orthogonality




I Motivation

To better understand rank-nullity theorem, need to introduce:
Orthogonality.

Motivation: Row form of Ax=0.

Row form: T
)

.
A7) x =0

.




I Orthogonality

Definition 15.2 (Orthogonal)
Two vectors u, v € R" are rthogonanﬁ_cTV = ()Denoteu L v.

e

iy ) U

3 >
Thus
x and y are orthogonal < x'y =0 < .c050 = 0 & §is the right angl

Examples:

Vectors [3,2]" and [—4,6]" are orthogonal in R.
Vectefs [2, —3,1]" ))and @are orthogonal in R3.
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I Orthogonal Subspaces

.
d()

T

f x is in the solution set of Ax = 0, then |22 | x=0

i

alx VaecRowA),x € NA).u

(prove th poxt fwo peges)
//Ly P /

Definition 15.3 (Orthogonal subspaces)
We say two subspaces U, V C R" are orthogonal if

Q/ ulv,VuelU,veV. DenotedasU L V.

e —

—mmm————

Fact: Row(A) 1 N(A)

w




f x is in the solution set of Ax = 0) then |20 x=0
T—— ~— o o o o -
T

Xx € NA) = a 1l x,VaeRow(A)
Ye VA& /%X:OYZ:?M Oy, X =0, t=,~N. & a
& X _L Oy Y. -
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/\/o\v AX/U = %i@w(A)

.A

W =) X L Pow(h)
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I Examples and Non-example

Egand ertical flag are orthogonal

tmc_LQ

/

n
Eg 2: One Iine on the floor and vertical flag are orthogonal

<17

Non-examplé: Floor and/wallare not orthogonal.
.e., in 3D space, Xy planexand xz plane are NOT orthogonal

AN watié?/e“,‘j) u el ¢

[
e

T Ea) vey | g




Slgnzhin s ol o’”]’”a

5et of All Qrthogonal Vector GDP yweh ¢ ¢ 7\

VIgnongges /irén,
In 3D space, what vectors are orthogonal td e; = (0,0, l]T’?

#) L(g)-7 1 [f)-®

O
Collect all vectors that are orthogonal to e; = [0,0,1] "

form a ?
T @1 e ol

4

|
e




I Orthogonal Complement of Subspace

Definition: A vector v is orthogonal to subspace U iff _ UL U, fue L(

Diagram
- .L
/Q$ spo~( %)
There can be many vectors that are orthogonal to subspace U. B
Collect all of them, we obtain _Spe- A 99)7;(‘[,’,;\\\

'//”/UL

24
QTMHE’ELD, :




I Orthogonal Complement of Subspace

Definition: A vector v is orthogonal to subspace U iff

There can be many vectors that are orthogonal to subspace U.
Collect all of them, we obtain

Definition 15.4 (Orthogonal complement)
For any subspace V C R” the sef of vectors that are orthogonal to V

flueR"|ulv,Vve V}.
s called the orthogonal complement of V, denoted as U = V+.

Remark: A subspace rthogonal complement!




I Orthogonal Complement: Matrix Row/Null Space

Recall: Row(A) 1 N(AL) Lo 9“‘7"7”'; ﬁw(/)) ;/U(A)‘L.

- -
A1)
T o |
|t 92)| x =0 then xis in the solution set of Ax = 0
a(T) How is this statement different from a previous slide?
n

:% éolutimemx =0)>

—

= { !
:ﬂyl X-‘L'.O-"(s)/%)

_(X| Lo, Voéﬂw(A)]
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I Intuition ’A_ﬂ‘

a“ [ meer Camb o vy A

T I=H

=0

all Solutioms form
o set (srw)

o]

7~

Intwton.
Eoch row L ooch soluthn

%

D
Rowd#)

S of = of st




Examples and Non-example

Eg 1: Floor = (vertical flag)™,
Or in 3D space, span({e;, é,}) = S|Dz';m({e3})l

Eg 2: in 2D, x-axis = (y-axis)™,
Or span({e}) = spem({ez})l

Non-example: One line on the floor # (vertical ﬂag)l
Or in 3D, x-axis # (y-axis)™.
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I Dimension of Orthogonal Complement

Theorem 15.2 (dim of V perp)

Suppose(S} a subspace " Thep@s a subspace and
dim(S) + dim(S7) =7n> 0‘0\ Sua =/
Furthermore, if {1y, ..5 U} is a basis of §, and {u,,,...,u,}isa

(

basis of ST, then ag,..,u,w.,...,u 1} isabasis of R".

Proof: see next page; for reading.

Remark: (SY)* = S. %@/’




Reading: Proof of Thm 15.2

Proof.

(1) If S =0, then St = R" the statement is true.

(2) Assume that S # 0, then let {uy,--- ,u,} be a basis for S, let
A= [ug, -+ ,u,], then S = Col(A), rank(A) = rank(A") = r and

St = Col(A)* = Null(AT)

By the Rank-Nullity theorem, we have rank(AT) + dim(Null(AT)) = n,
thus
dimS+dimS*t=n

Now suppose that the following linear combination is zero, i.e.,
aiuy + -+ U + Qpp1Urp1 + -0+ @pup = 0

then
oajuy] + -+ oUy = —Qpp1Upp1 — 00 — QpUp

The LHS is a vector in S and the RHS is a vector in S+, since
sSNnst= {0}, then

oqur +---+au, =0=—a, U1 — - — pu,
Since {uy,--- ,u,} is a basis for S and {u,,1,--- ,u,} is a basis for S+,
thus
alz---:ar:ar+1:---:an:0

Thus, {ug,--- ,u,,U,41, -+ ,u,} is a basis for R".



I Example: Revisit Solutio:! Set of Ax=0

Linear system: /-O-%-‘; ‘1‘ Y 8 Row(A) = N(A)*
“looT 2 2| |2~ |o Verify Thm 15.2.
<\7‘WJC e _o 00 0 0 Z‘ 0 /
1 —4] 1] [-4] -
S H || » (1) dim sum.
Solutionx = [ =2 =2 =5 |=2|+1t]|-2 1 —
1o | & 0 127'” spe I+ =3
0 1 1
L _L_ Wol( gpo dn =2
|
A Us _
Row space basis: w;=[1 0 0 -1 4] 5te- >
w=[0 10 3 1]
wu=[0 0 1 2 2]". (2) Basis.
—X =
1] —4] CDE)U—:,\/U;) M"‘/Uf

ull space bas@ 3 1
(NN—/ u, = _12 U = -02 @ g Uﬂ/ﬁ_ \ /QS\_

> st

MT‘



I Back to Question on Expressing Solution Set

The Com@m

X + N(A) = + pan{vy,...,v,_.}

P

We us — r\vector

Question: Can we use_fewer vectors to express N(A)?




I Back to Question on Expressing Solution Set

The complete solution is

X,+NA)=x,+CM)=x,+aV{+ ... +V

We use n — r vectors.
Question: Can we use fewer vectors to express N(A)?

Answer: FoﬂL T

Because Rank-nullity theorem says: For rank-r matrix A,
need exactly(n — r) ve 0 express solution set of Ax=0.
-

'l ~
Dee derstan%‘lﬁnull spag:_e\i@go@
(n-r)

complement of the row space, so dim is (n-r

n—r:
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Part IV Four Fundamental
Subspaces
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I Left Null Space

Definition 15.3 (left null space)
The left null space of a matrix A is defined asN(A ).

\_/_

Think: What is this space? ﬁ 5’ J ATy" = j
Int) using linear equations. ST A
© =9 A=

)

AX 5 LC (v

ofo@l



Left Null Space

Definition 15.3 (left null space)
The left null space of a matrix A is defined as N(A ).

Think: What is this space”

Hint: using linear equations.

Corollary 15.2
Suppose A has m rows. Then

Iic) DGO e

Row space dim + Left null space dim =m .
Proof: Consider B=A"




I Four Fundamental Subspaces

CAT) Supee 0 R R”
Row space dim ¥’
076‘\0 sum = n_

\ 4

null space dim -
NA), & R"

e —————}



I Four Fundamental Subspaces

C(A), Subspaces of w C(A"), Subspaces of R”
Column spacedimr = Row space dimr

A A

M‘L‘D*V]’ sSUum = m Ortho-complement |[SUIM = N

\4

Left null space dim ‘m~  null space dim n-r

N(A "), Subspaces of [Qm N(A), Subspaces of R”
(% 1)
R "




I Fundamental Theorem of Linear Algebra

?heorem 1 Q (Fun ' ebr
Suppose A € R™" | Then:

(1) N(A) =Row(A)*, dim(N(A)) = n — rank(A).
2)NAH = CQA)?*L, dmNNAT)) =m — rank(A).

C(AT)
row space

all ATy

C(A)
dimr

column space
all Az

The big picture
RTL

nullspace
Ax =0
N(A)
dimensionn — r

g\ /RV’\ .

—

left nullspace
ATy =0

N(AT)
dimension m — r




Summary of Solving Rectangular Linear Systems

What have we learned, for solving Ax=b?

1) For @ny linear system)can transform to

2) From RREF, can write the solution set as )CWL (VGD))

N

1) e
3) The solution set (o pntbe simplified (U\;e < (v Vy;)

r w{(env\llitzf theovem

A new view for solving x=0: Q

It is just finding lanst (}L Row (A)

C‘/‘W 0 |




I Summary Today (write Your Own)

One sentence summary:

Detailed summary:



I Summary Today (of Instructor)

One sentence summary:

Four Fundamental Subspaces

Detailed summary:

1. Full rank
—Full row rank and full column rank ==> # of solutions

2. Nullity
—Nullity = dimension of null space.
—Rank-Nullity theorem: Nullity + rank = n.

3. Orthogonality
—Orthogonal complement V* has dimension n — dim(V)

4. Four fundamental subspaces

—null space = ( yow space)l; left null space = (O‘ﬂuspace)l.
—dim: m—r,n—r.



Mid-term exam:
Time: Nov 5, Sunday, 16:30-18:30.
Place: Stadium.

Range: Lec 1-14.



