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Schmidt Process
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I Today’s Lecture: Outline

Main topic: Orthonormal basis

1. Orthonormal basis
2. Gram-Schmidt Process

3. Orthogonal matrix

Strang’s book: mainly Sec 4.4; a bit of Sec 4.2



Today’s Lecture: Learning Goals

After the lecture, you should be able to

1. compute an orthonormal basis from a basis of a subspace
2. compute the projection onto a subspace

3. tell the definition and properties of orthogonal matrix
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I Recall: Orthogonality and LS Solution

Definition in Lec 14 (Orthogonality)

Two vectors u, v € R" are orthogonal ifu'v = 0. Denoteu L v

Lemma 16.1 together:
Consider a least squares problem. The following statements are equivalent:

1.y minimizes |[|AX — b||
2.b—Ay LS.

3.ATAy=A"b



Part | Orthonormal Basis
and Orthogonal Matrix
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I Orthonormal Set of Vectors

Definition 17.1 (Orthogonal Set)

Let {v{, V,, ..., v, } be a set of nonzero vectors in R". If (v, v) = Oforanyi # j,

then this set is called an orthogonal set.

Examples: H%]] | _ﬁ‘ ] e ]j
‘ COJ)(%]/L%]S

Definition 17.2 (Orthonormal Set)
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An orthonormal set {v;, v,, ..., v} is an orthogonal set of unit-norm vectors,

i.e, [|v|l=1foralli=1,...,n

Examples: { (;//]é) ' i((()
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I From an Orthogonal Set to an Orthonormal Set

Question

Can you create an orthonormal set based on an orthogonal set?

{uu U, — u?‘ i W"‘LA’X\N\OJ\ qi—

e

Un DYUWMD/N/ QU

— | Emmm—




I Examples

Example [‘ }I: vim
3

Consider u;, u,, U5 in R

Is an orthonormal basis unique for a given inner product space?




I What is Special about an Orthogonal Set?
N

Do —

Next, we check the relation of orthogonal set and other notions:

gonaly.s. independent

—

.s. basis.
— ——

f (v, v,, ..., v} IS Qn orthogonal set, any

“redundancy” ? Q’(M(M,v ‘ij \'5, 'fm'ﬂ—r s

Let students vote.




I Proof of Proposition 17.1

Proposition17/.]
Let S = {vy, ..., v} be an orthogonal set. Then v, ..., v,

/

are linearly independent.

Proof{—w k=2. skip proof in class
M an’wm relals (4,‘)7) Exercise

M\ |~U£c muﬂm() relede  u -, 7%

ﬁﬁk L, VLV, thee 0V Vi=0, @ iff o\zoz0 D

> X, =0 o¥ HVIH:O
BV x =p.
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SNN& Xe=T . Then @ D o, =,=0 . Theg Vi, 1y 00 ‘W'T. D ,



I Orthonormal Basis (#5/E1FACE)

Definition 17.3
A set of vectors § = {v, ..., v, } is called an orthonormal basis of a

linear space V' if

(1) S is an orthonormal set
(2) Vectors in S form a basis of V.

Example

(1). Standard basis €, 7 £q &«cL%n/ |12 ]@m Lo

2). [, il 2,
1_\/51’2_ 14 _13’3_ 42 15

—

} for R?
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I Orthogonal Matrix

Definition 17.4 (Orthogonal Matrix) et grtrogenel metr
An orthogonal matrix O € R™" is a real square matrix whose columns
form an orthonormal basis in R” (= (§,~ ) € R

Examples: \
.S orthono rinel
(Q: (_J) 0] Q:[%/f ‘W§3 1’, ftmn normel Af-
'J, s ’7/; ,
n vectr hesD
pritonomel = — ‘
Claim: If dim(V) = n, then an orthonérmal set S = {V{,...,v,} is an orthonormal basis.

[based on what result of past lectures?]

Corollary: If the columns of Q € R™™" form an orthonormal set of

n . . 1
R", then it is an orthogonal matrix. no VIKQC( o OMOL ?o,\ |



I Orthogonal Matrix

Qo/pgsmon 17.2 (Orthogonal Matrix)

A matrix Q € R is an orthogonal matrix if and only if
@ Q=g

'cos 0 —sm cosf (sinf. 0.
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I Proof of Proposition 17.4 ( ¢, T m

Proposition 17.2 (Orthogonal Matrix)

A matrix O € R is an orthogonal matrix if and only if

—

070 =1,
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I Properties of Orthogonal Matrix

Property 17.1 (Orthogonal Matrix)

If O € R™" s an orthogonal matrix, then

(a) The column vectors of O form an orthonormal basis.

Lo Qo=1,. —

0" =0TKga' = L,

(d) (Q_)_(, Q_y) = (X,y). linner product preserving] /li ®Fp.

(e) “QX = [|x ‘Z L’H/’)fnorm preserving] %%\

<&X, Qj > ~ (&j>7&>< Thes.e will be very useful

for eigenvalues after Lec 21.
— N7 T
ZYVQx = %=y
()= xTQTQ Y% = X = [ -




Part Il Representation and
Projection




I Recall: Representing Element using Basis

Proposition (Unigue Representation via Basis)
Let % = {uy, ..., u,} be a basis of a linear space V.

Any element v € V can bewniquely represented as a linear combination

of uy, ..., u,
o o a
+ 2l

Representaﬁor@: a @

We know suc B@....how to compute?
T Py —
Well, if u; € R”, just __ O (VL (4/\\2(» ijm ‘ OJ,( -V

Next, we show, if {M;\ 5\ 2 UYlewa)\OYnM( bo%\

vV

then @Trw /\A(/(C[ ,/ EAS;/\K



I Representing Element using Basis

Theorem 17.1 (Represeziﬁ%i@mf%normol Baisis)
Let % = {uy, ..., u, tbe an_brthonormal basis-6f R".

Any vector v can be represe as a linear combination

—~—
Proof: n t—h L%me V= %‘X:‘@' ) Hint: Two ways.
7 ) Via vector.
(Pe °(£ - Y U,Ly =450 Via matrix.




I Example of Representing using Orthonormal Basis

n
Application of v = Z (v, u)u .
i=1

4
Example {"1:\/5 1],V Ll !—15”

-

is an orthonormal basis of R?

For any x = [x, y,z]T € R3, one has

X =< X,V1 > Vi+ < X,V > Vo+ < X,V3 > V3
X+y+z 2x+y—3z 4x — by + z
= V1 + V2 +
V3 V42

V3




I Orthonormal Basis is Useful

Because

1. ReWy vector by directly computing the(”coordinatesz'

—Useful in, e.g., computing LS-solution (forthcoming)

\ W\'\'
2. Useful in(eigen-theory flecture 21)

(ontyeh W‘




I Projection

Definition 16.1 [Last lecture]

Suppose S is a subspace of R™.
Supposep € Sandb — p L §, then we say p is the projection of b onto S.

Proposition 17.2
For any subspace W C R”, any vector v € R”, there is am\vector

p € Wsuchthat (v—p) L W. m)

-

WCR"

Ak




Pireshe f f/) 90'“0"1)

/F “'3’uu O \

angth OU(- e»P, 2
Lengt 051; [Op= | Z:v) _(ab7@/ /wu

flf(l :W‘WV (n‘iu\

Q’i),\,_, Z)C }IV” :i) H@ﬁ ?ﬁ) af _u’ ) 9’%«37) A
P LD

S’}




I Representing Projection via Orthonormal Basis

Theorem 17.2 (Projection Representation) f § ke odhonond beo>.
Let W be a subspace of R" and suppose S = {wy,...,w,} isan

orthonormal basis of W. The projection of v onto W can be

k
T
p=Y (w.vyw, = 2 WwV
"
i=1

represented as

- ZZTV' hox ZZ[W(,—zV"n}

/%v—p gp\g lm’e (IQ)( 3%»4 0k .




I Proof of Representing Projection

Le S = {w;, o w,} is an orthonormal basis of W.  Hint:

Try k=1.
Prove p = Z (W, V)W; Then k=2; n=3.
i=1

Proof:
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Part Ill Gram-Schmidt
Process




I Key Question in this Part

Suppose S = {v, ..., v} is set of linearly independent vectors in R".

nm& span(S)?

- Y

Equivalent Question: how to find anf orthonormal set such that

span(U) = s/pgn(S) ? -
Pd = i

Key Q




I Is Finding Orthonormal Basis Simple?

Sometimes, yes. e.g. R"; e.g. column space of

Sometimes, no.

e.g. Column space of z

—

Think: Can you use linear combination of columns to find
orthonormal basis of a column space?






I Exercise: Simple Case

2
0

oo &

Exercise: Find an orthonormal basis of span( {u;, u, })




I Exercise: Simple Case

2
Z=11
0

4
0

Exercise: Find an orthonormal basis of span( {u;, u, })




I@sign Principles of k=2 Casez

Find WU s.t. span(U) = span(u, u,) .

Idea: Induction (“Z1ZFY3ZA” U
First, find ortho-basis of(span(u,); ” /
Then find ortho-basis of gpan(u, u,

e - \"'_/ ’
Step 1: Find the orthonormalE@f pan(u, Vv
- -— Yl /

Step 2: Find the second vect@n the ortho-basis of span(u;, u,).

Design principle: This vector should be

i) Orthogon m @Direcﬁon same as U, — py
") Where py =Bl (12) = (i 1)V
\ riew vector minus
iii) Norm = 1.0 S projection to old directions)
'? —
\
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k=3 Case)

Find orthonormal set U s.t. span(U) = span({u;,u,,u3}).

Uy

V) =
1z

L
Us
V,=(u-p )l w-p.ll

U — Pq

V2 —

u, |y — Py ||4
-
where p; = Proj .. (i) = (U, V)V
J V1= u1/” u1” //——' —

/\L[/\, /.. Choy ‘\/3 ,

new vector minus
projection to old directions




k=3 Case

Find orthonormal set U s.t. span(U) = span({u;,u,,u3}).

\'"/

1

=u,/llu,|

U
vl —
oy ||
U — P1
V2 —
|y — py |

where p; = Proj .. (i) = (U, V)V

~N

Nov-vet - Hpr)
_ M new vector minus

- 2=y [l rrojection to old directions

where p, = Pru3) = S@‘jl + (U3,(Vo)V;

ovih hov. a—f cr»(ll.,u,)'

V3




I Back to the Question: k=2 Case

Find orthonormal set U s.t. span(U) = span(u,, u,) .

Steps:

Step 1: Find the orthonormal basis of span(u).
Step 2: Find the second vector in the ortho-basis of span(u;, u,).

Step 3: Find the 3rd vector in the ortho-basis of span(u;, u,, u;)

This vector should be:

i) Orthogonal to u;, u,;

Answer: Direction same as Uy — ps

where p2 — PrOjspan(ul’Mz)(u3) — <l/l3, V1>V1 + <l/l3, V2>V2

i) in span(u,, u,, U,).

new vector minus

i) Norm = 1. projection to old directions



Gram-Schmidt Process

Suppose S = {ug, ..., U} is a set of linearly independent elements.

Question: Based on S, can we find an orthonormal set U such that
span(U) = span($) ?

GramSSi:hm|dt Process TSQML, L':olﬂ ( ot
(m {l/l],... u /\wﬁ%g— | )’UMDN( i C)

Fori=1,....k

=
Ifi = 1:
p1=0
Else: ' —
B Proi projection to
Pi-1= 2 <ui’ vj>vj — rolspan(ul,...,u,._l /48 old directions
u.— p:_1 :
N l l 1 new vector minus
Sét v, = € span(uy, ..., U;_;) N .
. 1. — n. o Projection to old directions
T/




I Gram-Schmidt Process

Suppose S = {uy, ..., U} is a set of linearly independent vectors.

Question: Based on S, can we find an orthonormal set U such that
span(U) = span($) ?

Proposition 17.3 (Gram-Schmidt Process)

Theset U = {vy, ..., v} returned by t)@Schm

orthonormal basis of span($).




I Gram-Schmidt Process

Suppose S = {uy, ..., U} is a set of linearly independent elements.

Question: Based on S, can we find an orthonormal set U such that
span(U) = span($) ?

Proposition 17.3 (Gram-Schmidt Process)

Theset U = {v, ..., v, } returned by the Gram-Schmidt process is an

orthonormal basis of span(3$).

Proof: Orthogonality: 'U/“, L QYO‘ UW" UQ)
Norm: H’VN( -1 | \

————

l inearly Independence: Proposition 17.1
b dim(s {E}mplies the result (Coro 17.1)




I Gram-Schmidt Process Example

Example

S = {u17u27u3} — g R4




I Gram-Schmidt Process Example

Example

S = {u17u27u3} —

]
I 1
NN =N =

Step 2

N =] =N | =N | =
1 1
NN N =N =
| |




I Gram-Schmidt Process Example

Example
Step3: calculate

u; =uz— < u3,Vvi > Vvi— < U3, V2 > Vo

(

1
| =
]

NIES

I
I 1
N[NNI =N =
| ]

1

(4 —2 2 0]

NN =N =N [ =
|

LI |
NN =N =N
L

I
I

N

N =N | =

I
N[
1




I Application of Orthonormal Basis: Compute Projection

Application question:
How to compute th@f u onto a subspace span(uy, ..., 1;)?
Answer:
nd an orthonormal basis vy, ..., v, b@\imidt process.
k

Second, use formula
-_— T~
-

E.g. compute thﬁoject@onto span(S), where
— - // —
4

1 -1
1 4 —2

S = {01,02,03} — 1114 || 2 C ]R4
1

-1 0



I Application of Orthonormal Basis: Solve LS-Problem

Lemma 16.1 (special case S = C(A))

Consider a least squares problem. The following statements are equivalent:

1.y minimizes ||Ax — b||

2.b—Ay 1 rojC( RO,

Application question: How to compute LS-solution?

Step 1: Compute ProjC(A)(b)?
S —

How? See the previous slide. Alternative method [Lec 16]

/7" Solve ATAy = ATb .
Step 2: s o nud Jf
Dmr‘ KA




I Summary Today (Write Your Own)

One sentence summary.

Detailed summary:



Review Questions

How man o we have today?

I-Io/wmany theoremsdo we have today?
What are they?
Which is the most n@?

How many definitions do we have today?
What are they?




Summary Today (of Instructor)

One sentence summary.

We have studied Orthonormal basis and Gram-Schmidt Process.

DM
1)/Orthonormal basis

—Basis consisting of unit vectors that are orthogonal to each other.
—Theorem 17.1: Representation of vector by ortho-basis of whole space.

L

—Theorem 17.2: Representation of projection by ortho-space of a subspace.

2) Orthogonal matrix.
—Square matrix whose columns form a orthonormal basis of R" .

—/Prﬁes: Q'Q =1, keep the norm ||Qx|| = ||x|I;

3) Gram-Schmidt process.

—G@Goal: Construct orthonormal basis of a subspace, from a basis of the subspace.
—Main trick: every new vector minus projection to old directions

—Theoretical result: Gram-Schmidt process indeed returns an orthonormal basis.



