
Lecture 02

Vector II: Norm and Inner Product

Instructor: Ruoyu Sun



Recall

In the last lecture …

• Defini2on of (column) vectors

• Basic vector opera2ons (addi2on, mul2plica2on, linear combina2on)
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Learning Goals Today

• Today: More vector opera2ons  

• Outline:  (1) Vector Length;  (2) Inner Product.

AAfter this lecture, you should be able to: 

  —calculate the norm of a vector 
  
  —calculate the inner product of two vectors 

  —utilize Cauchy-Schwartz inequality and triangular inequality 

  —provide real-world applications of "inner product” 

[Sec 1.2 of textbook, 5th edition ] 
Default: 5th edition textbook
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Part I  Length and 
Norm



Vector Lengths

v = (v1, v2)
v2

v1(0,0) x

y Consider a 2-dim vector …
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Vector Lengths

v = (v1, v2)
v2

v1(0,0) x
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Vector Lengths

For higher dimensional vector …

A generalized no2on of “vector length” …

v = (v1, …, vn)Let Be a vector. The      -norm 

of     , denoted by            ,  is defined asv ∥v∥2

∥v∥2 := (v2
1 + ⋯ + v2
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Definition (     -norm)

Vector Lengths

For higher dimensional vector …

ℓ

A generalized no2on of “vector length” …

v = (v1, …, vn)Let be a vector. The      -norm 

of     , denoted by             is defined asv ∥v∥

∥v∥ := (v1 + ⋯ + vn)
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Vector Lengths

For higher dimensional vector …

A generalized no2on of “vector length” …

The      -norm is also called an Euclidean norm or length

We oRen abbreviate             as  
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Vector Lengths
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Definition (Unit Vector)

Unit Vector

vA vector ∥v∥ = 1is called a unit vector if

v
∥v∥v,For any non-zero vector is a unit vector

:extensimofImber o vector
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Unit Vector: Examples

Examples (Unit Vector)
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Part II  Inner Product



Vector Operations

Question1: Can you think about any other vector opera2ons?



Vector Operations

v1
v2
⋮
vn

+

w1
w2
⋮
wn

=

v1 + w1
v2 + w2

⋮
vn + wn

Vector Addition

Question1: Can you think about any other vector opera2ons?
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Notation
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Vector Operations

v1
v2
⋮
vn

+

w1
w2
⋮
wn

=

v1 + w1
v2 + w2

⋮
vn + wn

Vector Addition

How about
v1
v2
⋮
vn

⋅

w1
w2
⋮
wn

=

v1w1
v2w2

⋮
vnwn

?

Question1: Can you think about any other vector opera2ons?

This is “point-wise product”.
0



Dot Product

Definition (Dot Product)

A dot product between two vectors (of the same size)

⟨v, w⟩ =
n

∑
i=1

viwi

is defined as  

v = (v1, …, vn)
w = (w1, …, wn)

Example: Calculate the dot product of (-1,2,2) and (1,0,-3) 
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Dot Product is also called Inner Product

Some2me we also write a dot product as  or  v ⋅ w v⊤w

⟨v, v⟩ = ∥v∥2

A dot product is called an inner product in more general seWngs

Property:

Reading: Inner product naturally induces a norm and every “inner 
product space” is a “normed vector space”

Recommend wri2ng as             to avoid confusion. ⟨v, w⟩

⟨v, w⟩ = ⟨w, v⟩and
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Assoacne型做律( )
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.



 Exercise

Mul2-Choice: The dot product of two vectors is:

(A)  always a scalar

(B)  sometimes a vector, sometimes a scalar

Judge: True or False. 
 The dot product of any two vectors is well-defined. 
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 Application: Evaluation and Ranking

Rank (compare) two objects: how?

e.g. is University A better than University B?
e.g. is soccer player A better than soccer player B?

Evaluate an object: how?

e.g. how much to pay for a soccer/basketball player? 
—e.g. Messi’s salary?  Neymar’s salary? 

⼀
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 Application: Comparison and Evaluation

Rank (compare) two objects: how?
e.g. is University A better than University B?
e.g. is soccer player A better than soccer player B?

Evaluate an object: how?

e.g. how much to pay for a soccer/basketball player? 
—e.g. Messi’s salary?  Neymar’s salary? 

Short answer:  
Step 1: “vectorize” object  
     —(then want to compare two vectors) 
Step 2:  compare weighted sum of two vectors
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 Example: Sports Player Comparison

Example: You want to compare two soccer players

Assists Shoots intercepts

Value 7 8 10

Assists Shoots intercepts

Value 10 10 6

Vectorize

Player 1

Player 2

Vectorize

→
160%

←→ —O 0∞
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⼀
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 Example: Sports Player Comparison

Example: You want to compare two soccer players

Assists Shoots intercepts Total

Weight 20% 50% 30%

Value 7 8 10

contribution 1.4 4 3 8.4

“weight”

“Feature”

Player 1

Vectorize

Weightso0
⑪
⼗ ⼗
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 Example: Sports Player Comparison

Example: You want to compare two soccer players

Assists Shoots intercepts Total

Weight 20% 50% 30%

Value 7 8 10

contribution 1.4 4 3 8.4

“weight”

“Feature”

“Score”:  
weighted sum

Player 1

Assists Shoots intercepts Total

Weight 20% 50% 30%

Value 10 10 6

contribution 2 5 1.8 8.8

“weight”

“Feature”

“Score”

Player 2

Vectorize

Weights

lomlsr
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Application 1: (general: score computation)

   v represents a set of “features” of an object, 

   w is a vector of the same size (often called a weight vector), 

Score: inner product wTv is a weighted sum of the feature values.

 Examples: 

 Example: University Comparison 

Soccer 
player

University 
ranking

Your 
example?

“Feature” Contribution 
type

Univ. 
indicator ?

“Weight” Manual 
weight

Manual 
weight ?

“Score” salary Evaluatio
n score ?

≡
Evaluation

→
⼀

Δ Δ



 Application: Evaluation

Sub-application: evaluation.  
(Useful for ranking, comparing, etc.)

Goal: to evaluate a city, a university, an employee,  
a basketball player, a movie director 

Step 1: Set up “features” (indicators) 
Step 2: Evaluate each feature of the object, obtaining a 
feature vector 

Step 3: Provide weights to the features; get weight vector 

Step 4: Compute the inner product, to get the “score”

Remark: “Score” can be used in other areas, e.g. machine learning

Vectorize object

Setting weights

“scalarize” object



 Application: Ranking (via Evaluation)

Ranking: Given n subjects, rank them（排名 or 排序）

Example: Rank soccer players

Example: Rank universities
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Part III   Angle Between   
Two Vectors 

⼆↑



Cosine Formula: If v, w are nonzero vectors, and Angle(v, w) = , then θ

v w

cos θ = ⟨v, w⟩
∥v∥∥w∥

cos θ =
⟨v, w⟩

∥v∥∥w∥

Cosine Formula

Also called: cosine similarity of v and w
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0
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Cauchy–Schwarz Inequality

Cauchy-Schwartz Inequality
Relation of Dot Product and Norm

Intui2vely: cos θ = ⟨v ⋅ w⟩
∥v∥∥w∥ ≤ 1

A pure algebraic proof:

|⟨v ⋅ w⟩ | ≤ ∥v∥∥w∥

「 柯⻄不域
,

√

lv .lor

θ= C ( v, ω )
⑨

1
" 1 ⾔()(流则 ≥()

"ayp b
"
品( 》

燕ata…11bi + biHo ,

b
, tcabp oTrequired,

= abx-arb (P ≥ 0
.

Generd ⼀ ai( ( 系 )- ( 系 aibip= Ʃ ( aibj-
9jbipChedyruaelf

l ≤ ijEn



Example (Triangle Inequality)

Triangle Inequality

Proof:

∥v + w∥ ≤ ∥v∥ + ∥w∥

onesidelengthof of triangular
≤ sum of length , of
two sides .

→
⼀

⼀

↑JmnnB
10 B 1 YOA 1 AB 1

≈O A

llul 1 +liwlp
…

- vt ω明 (a ,
a ) = lla1 p →tnck

,

→

= 11 v 11
P

+ 1 |u ( 1 ^+ 2 / / 0111 du 1⼀ ( V +ω ) . (V + ω ) assoait北⼀

↑
⇌

rale
.

= tp -— - vvtzv .wtww←merin~⼀( )
= 2 11011 w || - 2 v . ω 20

,



Pythagoras Law (毕达哥拉斯定律, i.e. 勾股定理)

Pythagoras Law

∥v∥2 + ∥w∥2 = ∥v − w∥2 ⟨v, w⟩ = 0iff

Proof:
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Problem (Dot Product)

⟨v, w⟩ < 0?⟨u, v⟩ < 0 ⟨u, w⟩ < 0

Can we write find three vectors               such that in a 2D planeu, v, w

How about four vectors?

u = (1,0) v = (−1,4) w = (−1, − 4)

Practice Problem



 Application: Searching (搜索)

Searching: Given a query, find the most 10 relevant entities
e.g. videos; websites

This is a ranking problem: Rank entities in a search 
(Will talk about Google’s PageRank in ~ Lec 20)

Practically important!  
Millions of people work on this problem

θ
θ →

⇌

→
⇌



 Application: Searching (搜索)

Searching: Given a query, find the most 10 relevant entities
e.g. videos; websites

Method 1: Ignore query, just rank all entities by their evaluation scores 
e.g. when searching restaurants, just rank restaurants by scores

Method 2: Find 10 most similar entities to the query 

Challenge: How do computers know target “sentence” and query 
“sentence” are “similar”? 

This is a ranking problem: Rank entities in a search 
(Will talk about Google’s PageRank in ~ Lec 20)

Practically important!  
Millions of people work on this problem←

⇌
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Application: Searching in a Vector Database

Idea: Vectorize + compute cosine similarity

Query Sentence:  "How to make coffee?"  

Candidate 1: "Procedure for preparing Latte”

(0.8, 1.1, 0.5) = q)

(2.5, 4.3, 3.7) = u)

(-1.5, 2.5, -0.3) = v)Candidate 2: “Story of Car Maker”
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Application: Searching in a Vector Database

Idea: Vectorize + compute cosine similarity

Query Sentence:  "How to make coffee?"  

Candidate 1: "Procedure for preparing Latte”

(0.8, 1.1, 0.5) = q)

(2.5, 4.3, 3.7) = u)

(-1.5, 2.5, -0.3) = v)Candidate 2: “Story of Car Maker”

Cosine similarity of q and u is ~  0.95; 

Cosine similarity of q and v is ~  0.33. 

Compare cosine similarity: 0.95 > 0.33. 

so candidate 1 is more similar to the query. 
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Calculation of Cosine Similarity

Just list the computation procedure for the first pair here.
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Related Academic Talk

Prof. Ping Li (formally Cornell professor, and Baidu researcher) 
 gave a talk on vector database and search in ~Aug 28, 2023

Similarity-score based  
search is still an active  

area of research.
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Reading [Not Required to Know]: 
Questions to Explore

The applica2ons listed today are somewhat simple. 
Nevertheless, if you are a deep thinker, you may realize:  
the described methods are NOT perfect. 

There are many issues!  
      e.g. What weights to pick for evalua2on? 

What issues do you notice? 

Answering each question can lead to a large area…
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Summary Today

  —Norm of vector 

  
  a.k.a. (also known as) -norm 

  —Inner product of vector:  

  —Angle of two vectors  satisfies  

   —Properties:  
      Cauchy-Schwartz inequality 
      Triangular inequality

∥v∥ = ∥v∥2 := (v2
1 + ⋯ + v2

n)
1
2

ℓ2

⟨v, w⟩ =
n

∑
i=1

viwi

θ cos θ = ⟨v, w⟩
∥v∥∥w∥

—Application 2:  
Ranking (via similarity)

  —Application 1:  
  Evaluation 
  Ranking (via evaluation)

Today, we have learned:

Math Application
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