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I Recall

In the last lecture ...

e Definition of (column) xgctors
Sole- cVewd=(- — )

* Basic vector operations (addition, multiplication, linear combination)

VAW V= (V-5 001,




I Learning Goals Today

e Today: More vector operations Mﬂjﬁﬁmﬂ"*uh edition]

Default: 5th edition textbook

e Qutline: (1) Vector Length; (2) InnesPraduct
= =

After this lecture, you should be able to:
—calculate the nazm of a vector

—calculate the inner product of two vectors

—utilize Cauchy-Schwartz inequality and triangular inequality

=

——provide real-world applications of "inner product”

— —




Part | Length and




I Vector Lengths

y Consider a 2-dim vector ...

v




Vector Lengths

(0,0) v X



I Vector Lengths

For higher dimensional vector ...

A generalized notion of “vector length” ...

Definition ( £-norm) %%Q

Let V= (vy, ..., V,) Be avector. The f@norm

of v, denoted by ||v||,, is defined as
fa

:T (vi+ -+ v,f)%
ts (ofined 05 (Gppr i the i the )



I Vector Lengths

For higher dimensional vector ...

A generalized notion of “vector length” ...

Definition ( £-norm)
Let V= (v{,...,V,) beavector. The@orm

of v, denoted by ||v||, is defined as

VIl = (vi+ e 0,)”

Vit ={ror,




I Vector Lengths

For higher dimensional vector ...

A generalized notion of “vector length” ...

AN

The £5-norm is also called an Euclidean norm or length
—~—

We often abbreviate || - \@as | - H



I Vector Lengths

(0, 2) P (1,2)

(1,2, 3) has
length /14




Definition (Unit Vector)

A vector Vv is called a unit vector if ||v|| =1

#

\%
For any non-zero vector V. ——— Is a unit vector

0 [Vl

f { (w0, W2 )
]
i -
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I Unit Vector: Examples

Examples (Unit Vector)




Part Il Inner Product




IVector Operations

Question1: Can you think about any other vector operations?



IVector Operations

Question1: Can you think about any other vector operations?

V1 W1 Vl + Wl
. Vs Wr V) + W,
VectorAddition | . | + | . | = .
Vi Wy vV, +W

Sobr- et o ()= (ZV])

Seslon
@ Wit should Vet i (&:)x @)

e ———
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IVector Operations

Question1: Can you think about any other vector operations?

V1 Wi Vi + wy
v W Vo + W

Vector Addition | 2| + | *| =172 ™2
v W

V1 Wi
How about V W ?
2 2| _
1% w

This Is "point-wise



IgEot Product2
Néfnition (Dot Product ™

—
A dot product between two vectors (of the same size)

vV = (Vl, ,ﬁz
W = (Wl’ ,Wn)

3

(Wl /VV‘Q
U,w = Viv 4w,

VW
Example: Calculate the dot product of (-1,2,2) and (1,0,-3)
= (1) 1+ 2:042.(-3)

— - ?

is defined as
(V, W) =




I Dot Product is also called Inner Product

Sometime we also write a dot product as‘v - W)or viw
Recommend writing as (v, W\) to avoid confusion.
e —

A dot product is called an inner product in more general settings

o Commutotive rule

Property: (v,v) = ||v||* and {(v,w) = (w, Vv W= 2 WA
Property: (v,v) = []v]] (V, W) = (W, V) ;'/1.27‘.

V-V = Vi Vit A VaVaz ;Z_M.V(1 = (lullt

Inner product naturally induces a norm and every “inner

product space” Is a “normed vector space”






Exercise

Multi-Choice: The dot product of two vectors is:

(A) always a scalar

(

=

3) sometimes a vector, sometimes a scalar

Judge: True or False. <é./iv()

The dot product of anyWs is well-defined.

Colse. (23)+ (1,4 5) ><

ol vy L BT
r Wa Ly Ofo\,,yob—f-unw



I Application: Evaluation and Ranking

Evaluate an object: how?

e.g. how much to pay for a soccer/basketball player?
—e.g. Messi's salary? Neymar's salary?

Rank (compare) two objects: how?

e

e.qg. is University A better than University B?

e.qg. iIs soccer player A better than soccer player B?



I Application: Comparison and Evaluation

Evaluate an object: how?

e.g. how much to pay for a soccer/basketball player?
—e.g. Messi’s salary? Neymar's salary? (4& / )
©

Rank (compare) two objects: how? >(12)
e.g. is University A better than University B?
e.qg. iIs soccer player A better than soccer player B?

Short answer: Mo (2,3 )

Step 1:(Vectorize3 object =2
—(then want to comp@)” L - (j» /o).

Step 2. compare weighted sum of two vectors




I Example: Sports Player Comparison

Example: You want to compare two@rs

Player 1 5?

Assists Shoots intercepts |

Vectorize
(71 3/(0\

/ 8 10

e — e

Player 2

Shoots intercepts

(/O)")é)
Vocore




I Example: Sports Player Comparison

Example: You want to compare two soccer players

0%
K S
10

Assists | Shoots

Weight @
= ot

Value /[

ﬂ/ 8(& h
contribution 14 4 v 3 = @
0.2,05,08)4(),9.10) = &.f

S




I Example: Sports Player Comparison

Example: You want to compare two soccer players

Player 1
(.o"‘/" : ,
Assists | Shoots |intercepts| Total
Weloht 20% 50% 30%

“Feature' T ()
14 4

L \welghted sun

\2 ""‘”5 Player 2 I}\Mﬂ‘
- Assists | Shoots

WS 20%  50% = 30%

Value 10 10 9
contribution 2 5 1.8 88




Application 1: (general: score computation)

v represents a set om object,
w is a vector of the same Si@often calle?@cwr),

Score: inner product wlv is a weighted sum of the feature values.

Soccer University Your
player ranking example?

Examples:

Contribution Univ.
type indicator

« : " Manual Manual
vl weight weight
uscoren Salar Evaluatio o
y n score '

“Feature”



I Application: Evaluation

Sub-application:

Goal: to evaluate a city, a university, an employee,
a basketball player, a movie director

Step 1: Set up “features” (indicators) Vectorize obiect
Step 2: Evaluate each feature of the object, obtaining a J

feature vector

Step 3. Provide weights to the features; get weight vector [SElleRWElle]ale

Step 4: Compute the inner product, to get the “score”

Remark: “Score” can be used in other areas, €.g. machine learning




Application: Ranking (via M)

Ranking: Given n subjects, rank them (3f& or HF%)

Example: Rank soccer players

Example: Rank universities




Part Ill  Angle Between
Iwo Vectors




I Cosine Formula

Cgﬁne Fomula: If v, w are nonzero vectors, and Angle(v, w) = @, then
Cos = — q
— Liwl '

Also called: cosine similarity of vand w




Cauchy-Schwartz Inequality ﬂ g,;,qu\‘
I Relation of Dot Product and Norm )

Cauchy-Schwarz Inequality \/

sv | VW
VeW)| < IVIIIIW
D= (v [(vyw) [ < [[vIllwl]
elv v w) 200)(2h) 2 (Zab,)"
— /C SO i < Q’E/) | Qu
@bl ek

A pure algebraic proof:

 algebraic proot
n-=z. (0}01‘ )( b+ Li)»(a,L,fa‘;h)q i)
= (a(tq—&, b) 20 /dzol«M

W @0‘?>(2‘:)?1) - (Z A:L-)z = 2, (0;[’), “0)-),,,)‘

Is(‘g‘ N



T 6clas
Example (Triangle lnecietity) —
w. B
v+ wl| < [[v]| + |[w]] f ?
Proof: \ l 4 0 UTA
J0B) (Al [pB)
(1wt — flvewnt) oot - ik

= (lVl\l—l/ l((A/(\l-P Zl(uH Hll“”\"—)w(%ﬁ%mw

= (U2 [ —-@'\Vﬁivw +“W*‘@§‘

= 2 (Ul flw)l =2 v 20




I Pythagoras Law

s ie. wigemE) 07

Pythagoras Law %@gﬁgg

2 .
I+ NIwll* = [lv — wi|* iff

Cod=0
(v,w) =10 |

——

Froot: (X IR,

()L.e lal — Cl‘



I Practice Problem

Problem (Dot Product)

Can we write find three vectors u, v, w such that in a 2D plane

(u,v) <0 (u,w) <0 (v,w) < 0?

How about four vectors?



I Applicatiog(é Searching gﬂi?)

Searching: Given a, find the most 10 relevant entities
4

e.g. videos; websites

———

This is aMproblem Rank entities in a search
(WlTrta Ka s PageRank in ~ Lec 20)

Practically important!

Millions of people work on this problem



I Application: Searching (%)

Searching: Given a query, find the most 10 relevant entities
e.g. videos; websites

This Is a ranking problem: Rank entities in a search
(Will talk about Google’'s PageRank in ~ Lec 20)

Practically important!

Millions of people wecrk on this problem

Method 1que rank all entities by their evaluation scores
ear

e.g. when searchin

ry, |Just
i} just rank restaurants@core@
ooldulc ) i

(Method 2,)¥ind 10 mos@ﬁnyties to th€ query)
=

Challenge: How do computers knoﬂ(tarqet “ser@nce” and gu
‘sentence” are/“similar

<<




Application: Searching in a Vector Database

Idea: Vectorize + compute cosine similarity

thre's poy
Query Sentence: (How to(na offegs"  ——> fO 3,1.1, 0. 5)\ q
Candidate 1: "Procedure for preparing Latte” — (2.5,4.3, 3. 7 I.IP

§C\gndidate£ “Story of Car ( 1.5, 2.5, -0. 3 \”/

—




Application: Searching in a Vector Database
—

Idea: Vectorize + compute cosine S|m|Iar (R/

Query Sentence: "How to make coffee?"
TEE——

Candidate 1: "Procedure for preparing Latte”

Candidate 2: “Story of Car Maker”

Cosine similarity of ganduis @

Cosine similarity of g and v is ~

Compare cosine similarity: 0.95 > 0.33.

so(candidate 1)s more similar to the query.

e
—

N

o 8, 1\": 0.5) =q
0-
25,4557

— (-15,25,-0.3) =



Calculation of Cosine Similarit

e S N

Just list the computation procedure for the first pair here.

First Pair: (0.8,1.1,0.5) anfj (2.5,4.3,3.7)

1. Dot Product:

A-B=08x25+1.1x43+05x37=2+4+4731+1.85=28.58

————

1. Euclidean Norms:

|A| = 1/0.82 +1.12 + 0.52 = 1/0.64 + 1.21 + 0.25 = v/2.1 ~ 1.4491
N\

|B|| = v/2.52 +4.32 + 3.72 = 1/6.25 + 18.49 + 13.69 = 1/38.43 ~ 6.2006

1. Cosine Similarity:

Cosine Similarity =




Related Academic Talk

Prof. Ping Li (formally Cornell professor, and Baidu researcher)

gave a talk on vector database and search in ~Aug 28, 2023

SDS
COLLOQUIUM

SERIES

Ping LI 2=}~
—

i FEAE AR R FE T K2
i ETEWFFEBERIBE
ik LinkedIn ZASHi T2
https://pltrees.github.io/

Similarity-score based
Search)s still an active
area of research.

I et A A T SRR v e A

Abstract %%

AEEHEE (LLM) HREEENET TURNERRTEBBIEE (Vector DB) BANE. MEMIBEESILIREHNBTIRS
XIEERUNABERERE, FMRRECESREMNSAFHPEEMR “O%" (hallucinations) . FEMIBEQRRE ‘@
BWVERIERT NEE—F. FEREAEREHENES (CCF) faidal (ARFISRE) @7 3 MRS, FaASE
T—14 350 FifY ppt: https://zhuanlan.zhihu.com/%/648188894 , HEfSABTATFERIBS, 815 HEENESRN. @
BER. HMERRER. NIRRT, TRR28522 %5 XW:



Reading)Not Required to Know]:

uestions to Explore

SRad

The applications listed today are somewhat simple.

Nevertheless, if you are g deep thinker) you may realize:

the described methods are NOT perfect.

There aregan¥ issues!

e.g. What weights to pick for evaluation?
&Zf

What issues do you notice”

Answering each question can lead to alarge area..
— ~——

e —




I Summary Today

Today, we have learned:

Application
?\Ior@ vector ﬁiﬁion 1
IVl = [vl], := (V12+ 4+ vy)? ==

a.k.a. (also known as) £,-norm iankiigﬂia evaluation)

wf vector: (V, W) = Z —Application 9.
=1 R ; ' P '
anking (via similarit
f two vectors @ satisfies cos 9 = v, W) <§gﬁ\«y)

NI

—Propertles
~ Cauchy-Schwartz inequality
~Triangular inequality

—




