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Today’s Lecture: Outline

Main topic: Linear transformaFon II 

1. View Matrix as Linear TransformaFon 

2. Linear TransformaFon on General Linear Spaces 

3. Matrix RepresentaFon of General Linear TransformaFon

Strang’s book: Sec 8.1, 8.2 



Today’s Lecture: Learning Goals

A\er the lecture, you should be able to

1.  Tell the relaFon of linear transformaFon and matrix 

2.  Verify linear transformaFon and compute it for general linear spaces 

3.  Derive the matrix representaFon of general linear transformaFon  



Review



Rotate Photos



Mo4va4ng Ques4on

Yes, I know you can do it on the phones. 

How do the phones accomplish the job? 

Ques4on 1:  Is it a linear transformaFon?

Ques4on 2:  How do I derive its expression? 

→
?



Linear Transforma4on in Euclidean Space: Two Defini4ons

Defini4on 20.1 (alterna4ve defini4on of LT): 

If a mapping  from  to  satisfies  

, 

Then we say  is a linear transformation from  to .     

f ℝn ℝm

f(αx + βy) = αf(x) + βf(y), ∀α, β ∈ ℝ, ∀x, y ∈ ℝn

f ℝn ℝm

Two equivalent defini4ons: 

Defini4on 19.1 (matrix form): 
Suppose  is a given real matrix. 

 is called a linear transformaFon from  to 
A ∈ ℝm×n

f(x) = Ax ℝn ℝm .



Why Equivalent

Theorem 20.1 [Def  20.1 ==> Def 19.1] 

If a mapping  from  to  satisfies  

       , 

Then  for some matrix          

f ℝn ℝm

f(αx + βy) = αf(x) + βf(y), ∀α, β ∈ ℝ, ∀x, y ∈ ℝn

f(x) = Ax A .

Property 20.1  [Def  19.1 ==> Def 20.1] 

Suppose :    is defined as , then 

             

f ℝn → ℝm f(x) = Ax

f(αx + βy) = αf(x) + βf(y), ∀α, β ∈ ℝ, ∀x, y ∈ ℝn .



Compu4ng Linear Transforma4on

Algorithm 20.1
Step 1: Pick the standard basis { } of .e1, …, en ℝn

Step 2: Compute f(ei) ∈ ℝm, ∀i .
Step 3: Form a matrix A = [ f(e1), f(e2), …, f(en)] ∈ ℝm×n

Conclusion: For any , we have 

 

x ∈ ℝn

f(x) = ∑
i

xi f(ei) = Ax .

 is the matrix of the linear transformaFon .A f





Part I   View Matrix as 
Linear TransformaFon  



Important New View of Matrix

New View: Matrix  <—>  a linear transformaFon.
Columns of the matrix <—> transformed basis vectors.

Previously: Matrix is a representaFon of data. (e.g. image)



Transforma4on —> Matrix

______________________



Matrix  —> Transforma4on

Matrix  —>  a linear transformaFon.
Columns of the matrix —> transformed basis vectors.

⟶

Matrix A:

Linear transforma4on Ax:

Input space: 
“Square Fle”

Output space: 
“Parallelogram Fle”



Determinant: Geometry Interpreta4on II

⟶

Matrix A:

Linear transforma4on Ax:

Input space: 
“Square Fle”

Output space: 
“Parallelogram Fle”

Lec 18: Area of PARA([ ]) is det(A).a1, a2
Linear transforma4on perspec4ve:  
det(A) = area of PARA([ ]) 
= volume change raFo of linear transformaFon A

a1, a2

⟶
Volume change  
by det(A) Fmes



Determinant: Geometry Interpreta4on II

⟶
Volume change by 

 det(B) Fmes
Volume change by 

 det(A) Fmes⟶

Volume change by 
 det(AB) Fmes⟶

Geometrical proof of det(AB) = det(A)det(B)

MulFply B MulFply A

MulFply AB



Matrix  —> Transforma4on: coordinate (坐标)
Matrix  —>  a linear transformaFon.
Columns of the matrix —> transformed basis vectors.

matrix A Fmes vector (-1,2) gives a point with 
coordinate (-1,2) in the new system where basis is columns of A



Matrix  —> Transforma4on: Dependent Columns
Matrix  —>  a linear transformaFon.
Dependent columns of the matrix  
—> transformed “basis vectors” are degenerate

⟶

Matrix A:

Linear transforma4on Ax:



Three Cases of f( )ℝ2



Exercise
Judgement: Suppose { } is a  standard basis of . 
Suppose  
Then  form a basis of . 

e1, …, en ℝn

f(x) = Ax,  where A ∈ ℝm×n .
f(e1), f(e2), …, f(en) ∈ ℝm×1 ℝm×1



Example: Mapping to Higher-Dim Space





Part II  Linear TransformaFon 
between Two Linear Spaces



Linear Transforma4on for Any Linear Space

Remark: This is an extension of Def 19.2 from 
Euclidean spaces to any spaces.

 is the domain of the linear transformaFonV
 is the codomain of the linear transformaFonW

Definition 21.1 (Linear Transformation) 

Let  and  be two linear spaces. 
A mapping   is called a linear transforma4on if 

, for all , and .

V W
L : V → W

L(αv + βu) = αL(v) + βL(u) α, β ∈ ℝ v, u ∈ V



Linear Transforma4on for Any Linear Space

Definition 21.1 (Linear Transformation) 

Let  and  be two linear spaces. 
A mapping   is called a linear transforma4on if 

, for all , and .

V W
L : V → W

L(αv + βu) = αL(v) + βL(u) α, β ∈ ℝ v, u ∈ V

Remark:

 L(αv + βw) = αL(v) + βL(w)  ⟺
for all α, β ∈ ℝ, v ∈ V, w ∈ W

 L(v + w) = L(v) + L(w)

for all α ∈ ℝ, v ∈ V, w ∈ W
 L(αv) = αL(v)



Simple Examples on Matrix Space

Eg: Suppose  is a matrix variable. 
 Then  is a linear transformaFon from   to . 

X ∈ ℝm×n

f(X) = 2X ℝm×n ℝm×n

Eg: Suppose  is fixed.  is a matrix variable. 
Then   is a linear transformaFon from   to . 

A ∈ ℝk×m X ∈ ℝm×n

f(X) = AX ℝm×n ℝk×n



Examples or Non-Examples on Matrix Space

Exercise: Is “inverse” a linear transforma4on? 
Suppose  is a matrix variable. 
Then   ________________ a linear transformaFon. 

X ∈ ℝn×n

f(X) = X−1

Exercise: Is “transpose” a linear transforma4on? 
Suppose  is a matrix variable. 
Then   ________________ a linear transformaFon. 

X ∈ ℝm×n

f(X) = X⊤



Examples on Polynomial Space

Example

Is this  a linear transformaFon?L



Is Differen4a4on a Linear Transforma4on?

Eg: Is  is a linear transformaFon?  T(u) = du
dx

Check: 

Reminder of nota4on: e.g. If , then u(x) = x2 du
dx

= 2x .



Domain Shall be Linear Space

Eg: Is  is a linear transformaFon?  T(u) = du
dx

No4ce: T is not defined for all funcFons. 

Need to specify a linear space s.t. T is defined!



Func4on Space

ConFnuous funcFon space : The set of conFnuous funcFons 
form a linear space.

C(ℝ)

ConFnuously differenFable funcFon space : a linear space.C1(ℝ)

Need to verify the axioms.  
Skip details here.



Differen4a4on is Linear Transforma4on

Claim:  defined on  is a mapping from  to . 

It is a linear transformaFon.

T(u) = du
dx

C1(ℝ) C1(ℝ) C(ℝ)

Claim:  defined on  is a mapping from  to  

It is a linear transformaFon.

T(u) = du
dx

P3 P3 P2 .



Part III  Matrix RepresentaFon 
of Linear TransformaFon for 

Any Linear Spaces



Recall: Two Defini4ons

Defini4on 20.1 (alterna4ve defini4on of LT): 

If a mapping  from  to  satisfies  

, 

Then we say  is a linear transformation from  to .     

f ℝn ℝm

f (αx + βy) = α f (x) + βf (y), ∀α, β ∈ ℝ, ∀x, y ∈ ℝn

f ℝn ℝm

Euclidean Space

Defini4on 19.1 (matrix form): 
Suppose  is a given real 
matrix. 

 is called a linear 
transformaFon from  to 

A ∈ ℝm×n

f(x) = Ax
ℝn ℝm .

Definition 21.2 (Linear Transformation) 

Let  and  be two linear spaces. 
A mapping   is called a linear 
transforma4on if 

, for all , and 
.

V W
L : V → W

L(αv + βu) = αL(v) + βL(u) α, β ∈ ℝ
v, u ∈ V .

?
General Space

Matrix

S.P.

Matrix



Matrix Representa4on of Differen4a4on

 defined on  is a linear transformaFon from  to  

Is T related to a matrix?

T(u) = du
dx

P3 P3 P2 .

Try to apply Algorithm 20.1? 

Algorithm 20.1

Step 1: Pick the standard basis { } of .e1, …, en ℝn

Step 2: Compute f(ei) ∈ ℝm, ∀i .

Step 3: Form A = [ f(e1), f(e2), …, f(en)] ∈ ℝm×n

Conclusion: For any , we have 

 

x ∈ ℝn

f(x) = ∑
i

xi f(ei) = Ax .

 But how to form a matrix, 
 if no vectors?



Recall: Vector Representa4on of Linear Space

Proposition (Unique Representation via Basis)

Let  be a basis of a linear space  

Any element  can be uniquely represented as a linear combinaFon of 

.

& = {v1, …, vn} X .
x ∈ X

{v1, …, vn} [discussed in a lecture before]



Matrix Representa4on

X Y

v1

v2

↦ T(v1)

↦ T(v2)

 = x [v1, v2][x1
x2] ↦ = y T(x) =



Matrix Representa4on

X Y

v1

v2

↦ T(v1)

↦ T(v2)

 = x [v1, v2][x1
x2] ↦ = y T(x) = [T(v1), T(v2)][x1

x2]

= [w1, w2, w3]
a11
a21
a31

= [w1, w2, w3]
a12
a22
a32

=





Expression for General Linear Space

Matrix representa4on of T:

Compu4ng T(u):

T( ) is a combinaFon  of the output basis for W.vj aj1w1 + … + ajnwn

The matrix  is the matrix representaFon of T.(aij)m×n



Matrix Representa4on of T: Algorithm

Algorithm 20.2 (for general linear space)

Step 1: Pick a basis { } of input space .v1, …, vn V
Step 2: Compute f(vi) ∈ W, ∀i .

Step 4: Form A = [a1, …, an] ∈ ℝm×n

 Step 3: Find vectors. 
 Step 3.1: Pick a basis  { } of output space . 

 Step 3.2: Express  = [ ] 

u1, …, un W

f(vi) =
m

∑
j=1

aijuj u1, …, un [
ai1…
aim]

Step 5: Compute  y = f(x) .



Diagram: View L.T. as Opera4ng on Coordinates

X Y

 =  x
n

∑
i=1

xivi

( )x1, …, xn

Coordinate of y = T(x)Coordinate of x
( ) = y1, …, yn

 =  y
m

∑
j=1









Matrix Representa4on of Differen4a4on

 defined on  is a linear transformaFon from  to  

Is T related to a matrix?

T(u) = du
dx

P3 P3 P2 .





Summary Today (Write Your Own)

One sentence summary:

Detailed summary:



Summary Today (Write Your Own)

One sentence summary:

Detailed summary:

We learned general linear transformaFon and how 
to “express” it.

Linear transforma4on between two linear spaces. 
 —Define by superposiFon property.  
 —DifferenFaFon is a linear transformaFon. 
  
—Matrix representa4on of general linear transforma4on:  
     Step 1: Find the transformed input basis elements; 
     Step 2: Find their vector representaFons under output basis; 
     Step 3: Combine these vectors to get a matrix. 

Linear transforma4on view of matrix. 
 —Columns of a matrix are T(e_i)’s 
 —det(A) = volume change raFo of the transformaFon


