
Lecture 24

Instructor: Ruoyu Sun

Eigenvalue III: Properties 



Today’s Lecture: Outline and Learning Goals

Main topic: Proper.es
1. Proper.es: Sum, Product of Eigenvalues

Epidemic [流⾏病]

2. Similar matrices

A@er the lecture, you should be able to

1. Prove and apply a few proper.es of eigenvalues

2. Tell the property of similar matrices

⇌

⼀



Review



Judgement Ques>on

Q1: Any real square matrix A can be wriIen as  where 

 is a diagonal matrix, and S is an orthogonal matrix.

A = SDS⊤

D

Q2: If there are n eigenvectors of a real matrix A that can form an 

orthonormal basis of , then A is a symmetric matrix.  ℝn

Q3: For any real square matrix A, we can find a diagonal matrix  

(possibly complex) and a square matrix  (possibly complex), such 

that  

D
V

AV = VD .
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Tume. ( from prenous lectme )

Trae .

few people voted .



Eigenvalues and Eigenvectors

Definition 21.1 (Eigenvalues and Eigenvectors)

 is not an eigenvectorx  is an eigenvectorx

Let  be a square matrix.A ∈ ℂn×n

If there exists a scalar  (  or ) and a nonzero vector  such that 
, 

then  is called a (real or complex) eigenvalue and  is called an 
eigenvector with respect to (or associated with; corresponding to) .

λ ∈ ℝ ℂ x
Ax = λx

λ x
λ

:= set of complex numbersℂ



General Procedure to Find Eigenvalues/Eigenvectors

Step 1: Solve  and get  roots  det(A − λI) = 0 n λ1, …, λn

Step 2: For each , find the eigenspace λi Null(λiI − A)

Any nonzero vector in  is an eigenvector corresponding to Null(λiI − A) λi

eigenvectors of  with 
respect to the eigenvalue 

A
λi{ } ⋃ {0}Null(λiI − A) =

Solving single-var polynomial.

Solving up to  linear systems.n

Any  (no maIer real or complex) matrix  has   
complex eigenvalues (coun.ng mul.plicity).

n × n A n
Fact:

 Characteris.c polynomial  has n roots. pλ(A) = det(A − λI)



Spectral Theorem

Theorem 23.1 [Spectral Theorem]  
Any real symmetric matrix  can be wriIen as  

                                                  =      (*)      

where  is a real diagonal matrix, 
             is a real orthogonal matrix.               

A

A = VDV⊤
n

∑
j=1

λjvjv⊤
j .

D = diag(λ1, …, λn)
V = [v1, …, vn]

(*): Eigenvalue decomposi.on (EVD) or eigendecomposi.on of A. 

Property 23.1: All eigenvalues are real.

Property 23.2: Eigenvectors can form an orthonormal basis of  
    (23.2a) Eigenvectors can form a basis of  
    (23.2b) Can pick an eigenbasis that is orthonormal set.

ℝn .
ℝn .



Part I Sum and Product of 
Eigenvalues



Play with pA(λ)

We will explore results on polynomials, 
 to get some proper.es of eigenvalues.

Eigenvalues are roots of characteris.c polynomial.

⼀

⑩回



Review of Middle School Results: Vieta’s Theorem

One way is to use root formula.  

What about 3rd order equa.on? 



BeRer Proof

Proof Method 2 of Vieta’s theorem for quadra>c equa>on:
Express RHS as 

Compare _______, get 



Vieta’s Theorem: General Case

Proof of Vieta’s theorem:
Express f(x) as  

Compare _______, get 





Applying Vieta’s Theorem to :  
1st Calcula>on of Coefficients

pA(λ)

pλ(A) = det(A − λI)

Roots are eigenvalues of A:  λ1, …, λn .

By Vieta’s theorem, the sum of eigenvalues is _______

By Vieta’s theorem, the product of eigenvalues is _______

What are the coefficients of ?pλ(A)



2nd Calcula>on of Coefficients of pA(λ)
Consider n=3 case: Write  A = (aij)3×3
Use defini.on of determinant, to expand: 

 =pλ(A) = det(A − λI)





Product of Eigenvalues

pλ(A) = det(A − λI)
Roots are eigenvalues of A:  λ1, …, λn .

 case:n = 3



n=3 case and General Expressions

pλ(A) = det(A − λI)
Roots are eigenvalues of A:  λ1, …, λn .

 case:n = 3

General  case:n





Sum of Eigenvalues

Proposition 24.1 (Sum of Eigenvalues)

Ques>on: 

What is the sum of eigenvalues?

Let  (or ) be a square matrix.A ∈ ℝn×n ℂn×n

n

∑
i=1

λi =
n

∑
i=1

aii



Sum of Eigenvalues

Proposition 24.1 (Sum of Eigenvalues)

Ques>on: 

What is the sum of eigenvalues?

Let  (or ) be a square matrix.A ∈ ℝn×n ℂn×n

n

∑
i=1

λi =
n

∑
i=1

aii

Defini>on:  is called the trace of , denoted by .
n

∑
i=1

aii A tr(A)



Proof Sketch

Remark: 
Proof trick 
“compute twice” 
算两次 



Product of Eigenvalues

Proposition 24. (Product of Eigenvalues)

Ques>on: 

What is the product of eigenvalues?

Let  (or ) be a square matrix.A ∈ ℝn×n ℂn×n

n

∏
i=1

λi = det(A)



Simple Matrices Checking: Diagonal Matrices



Example of Sum and Product of Eigenvalues

Example



Example of Sum and Product of Eigenvalues

Example



Part II Similar Matrices





Similar Matrices

Definition 22.1 (Similar matrix)

If two  matrices  and  sa.sfy  for some  , 
then we say  and  are similar (相似).

n × n A B A = S−1BS S ∈ ℝn×n

A B

Definition 24.1 (Similar matrix 相似矩阵)

If two  matrices  and  sa.sfy  for some  , 
then we say  and  are similar (相似).

n × n A B A = S−1BS S ∈ ℝn×n

A B





Eigenvalues of Similar Matrices

Proposition 24.3 (First version)

Suppose  and are similar, i.e., there exists an inver.ble 

matrix  such that , then  and  have the same eigenvalues.

A, B ∈ ℝn×n

S A = SBS−1 A B

What does “have the same eigenvalues” mean?

Does  and  “have the same eigenvalues”?[
1 0 0
0 2 0
0 0 2] [

1 0 0
0 1 0
0 0 2]

We want the answer to be “NO”.

Mul>set.



Product of Eigenvalues

Proposition 24.3 (Precise version. Eigvals of Similar matrices)

Suppose  and are similar, i.e., there exists an inver.ble 

matrix  such that , then  and  have the same eigenvalues, i.e., EIG(A) = EIG(B).

A, B ∈ ℝn×n

S A = SBS−1 A B

Nota>on: Denote EIG(A) as the mul.set of eigenvalues of matrix .A

Does  and  “have the same eigenvalues”?[
1 0 0
0 2 0
0 0 2] [

1 0 0
0 1 0
0 0 2]

No, since EIG(A)  EIG(B).≠



Product of Eigenvalues

Proposition 24.3 (Similar matrices)

Suppose  and are similar, then EIG(A) = EIG(B).A, B ∈ ℝn×n

Proof (incorrect): By defini.on.  

Ax = λx ⇒ SBS−1x = λx

Comment on the proof: 







Product of Eigenvalues

Proposition 24.3 (Similar matrices)

Suppose  and are similar, then EIG(A) = EIG(B).A, B ∈ ℝn×n

Proof (correct):  By _________________
Think: 
What’s in your toolbox 
for eigenvalues?



Exercise: Judgement

Judgement: If  are similar, then  and  have the same eigenvalues.A, B ∈ ℝn×n A B

Judgement: If  have the same eigenvalues, then they are similar. A, B ∈ ℝn×n

Judgement: A real square matrix is similar to a real diagonal matrix. 



Summary Today (Write Your Own)

One sentence summary:

Detailed summary:



Summary Today (Instructor)

One sentence summary:

Detailed summary:

We learned similar matrix and proper.es of eigenvalues.

i) Sum of eigenvalues = trace of matrix. 
ii) Product of eigenvalues = determinant of matrix.

iii) Similar matrix:   
Property: Similar matrices have the same mul.set of eigenvalues.

A = SBS−1



Appendix  Diagonalizable



Recall: Collec>on of Eigen-equa>ons

Lemma 23.1 [eigen-equa>ons in matrix form]  
Suppose  where  Then       (*)      

where  is a diagonal matrix,               

Av1 = λ1v1, …, Avn = λnvn, vj ∈ ℂn, λj ∈ ℂ . AV = VD,
D = diag(λ1, …, λn) V = [v1, …, vn] .

Collec.on of n equa.ons for eigenvectors, can be wriIen in 
matrix form as follows.

Lemma 23.2 [reverse: matrix form to eigen-equa>ons]                                                     
Suppose  is a diagonal matrix, , where  

Suppose .     (*)   Then               

D = diag(λ1, …, λn) V = [v1, …, vn] vj ∈ ℂn, λj ∈ ℂ .
AV = VD Av1 = λ1v1, …, Avn = λnvn,



Claim 24.1  [indep. e.v. ==>  has a special decomposi>on] 
If an  matrix  has  linearly independent eigenvectors 

, corresponding to eigenvalues , then 

                                            
where  is inver.ble, .

A
n × n A n

v1, …, vn λ1, …, λn

A = S−1DS, ∀k,
S = [v1, …, vn] ∈ ℝn×n D = diag(λ1, …, λn)

Claim 24.2  [indep. e.v. <==  has a special decomposi>on] 
If an  matrix  can be wriIen as , where  is a 
diagonal matrix, then it has  linearly independent eigenvectors.                                        

A
n × n A A = S−1DS, ∀k D

n

Diagonalizable



Similar and Diagonalizable 相似矩阵和可对⻆化

Definition 22.1 (Similar matrix)

If two  matrices  and  sa.sfy  for some  , 
then we say  and  are similar (相似).

n × n A B A = S−1BS S ∈ ℝn×n

A B

Definition 24.1 (Similar matrix 相似矩阵)

If two  matrices  and  sa.sfy  for some  , 
then we say  and  are similar (相似).

n × n A B A = S−1BS S ∈ ℝn×n

A B

Definition 22.1 (Similar matrix)

If two  matrices  and  sa.sfy  for some  , n × n A B A = S−1BS S ∈ ℝn×n
Definition 24.2 (Diagonalizable 可对⾓化)

If a square matrix  is similar to a diagonalizable, then we say  is diagonalizable.A A

Theorem 24.1  [Suffi. & Necc. Condi>ons for Diagonalizable: n indep. eigenvectors] 
An  matrix  is diagonalizable iff eigenvectors of  can form a basis.                                n × n A A

We call this basis an “eigenbasis” (corresponding to A).



Proof of 2*2 Case

Thm 22.1 (n=2 case) 
Eigenvectors of A can form a basis   ⟺ A = Sdiag(λ1, λ2)S−1 .

Lemma: If   are eigenvectors of and  = [ ], then  v1, v2 A, V v1, v2
AV = SV .

Proof of “ ”: Suppose eigenvectors  form a basis, then  
                             is inver.ble.  
                             By Lemma,     

⟹ v1, v2
S = [v1, v2]

AS = SD ⇒ A = SDS−1 .
Proof of “ ”: Suppose ; since it’s inver.ble,  form a basis.  
                           and .  

⟸ S = [v1, v2] v1, v2
A = Sdiag(λ1, λ2)S−1 ⇒ AS = Sdiag(λ1, λ2) ⇒ Av1 = λ1v1 Av2 = λ2v2



Appendix  Applica.ons



Applica>on : PageRank  
                   (Google’s 1st Algorithm) 

                    



Search [搜索]

Search (key IT problem): pick good webpages

e.g. Many many webpages related to “applica.on of eigenvalues”

3 key IT problems: 
Search 

 Recommenda.on, 
Adver.sement 

[搜推⼴]



PageRank:  Algorithm for Search

PageRank: algorithm to rank webpages

Search (key IT problem): viewed as ranking items

Rank

1

2

3

…



Some Thoughts

General advice: before reading any algorithm, think first: 
What would you do?

Rank by importance of webpages.
Correct but useless!

Yiming Zhang 张⼀鸣 (ByteDance): excellent example.  
   Solve recommenda.on in his own way.



Some Thoughts

General advice: before reading any algorithm, think first: 
What would you do?

Rank by importance of webpages.
How to compute “importance”?
1) Authority? [权威]

2) Number of visitors? [访问量]

3) Number of links to the webpage? 
—degree of a graph

Fake hotspot (with “fake fans”)True hotspot (linked to real webpages)



New Thought

What did Page and Burin do in 1998?

How to compute “importance” of webpages?

1) View webpages as a graph. 
  —If webpage 1 has a link to webpage 2, then add directed edge (1, 2). 

2) Es.mate # of visitors.

Key idea: mimic browsing.

CUHKSZ

Shenzhen News

CUHK

40%

60% 6 links to CUHK

4 links to Shenzhen News



Browsing Dynamics

30%CUHKSZ

Shenzhen News

CUHK
80%

20%
40%

60%
Visitors to CUHKSZ  

Visitors to CUHK 

Visitors to SZ News

xt

yt

zt

xt+1 = xt + yt + zt

yt+1 = xt + yt + zt

zt+1 = xt + yt + zt

70%

Assume there are  visitors on each webpage at minute 1.  
How many on each webpage at minute 2?

1000



Model for General Graph
Semng:  webpages.  
Each webpage may have links to other webpages.

n

Assump>ons: 
If there are  pages at a webpage ,  
then a visitor at webpage  will click one of the  pages randomly.

m j
j m

Denote  as the probability of a visitor at webpage  to visit webpage  aj,k j k .
A = (ajk)1≤ j,k≤n

Math model: 
v1(t + 1)
v1(t + 1)

⋮
vn(t + 1)

= A

v1(t)
v1(t)

⋮
vn(t)

At .me , there are , , …,  visitors at page t v1(t) v2(t) vn(t) 1,2,…, n .

Algorithm: Compute , and rank webpages by entries of .v(∞) ≜ lim
t→∞

v(t) v∞



An Example

Time 1:



An Example

Time 1:

Time 2:

[
1/3
1/3
1/3]

1/4
1/6
7/12

5/24
1/8
2/3

1/6
5/48
35/48

…



Solu>on

Math model: 
v1(t + 1)
v1(t + 1)

⋮
vn(t + 1)

= A

v1(t)
v1(t)

⋮
vn(t)

Algorithm: Compute , and rank webpages by entries of .v(∞) ≜ lim
t→∞

v(t) v∞

v(t + 1) = Av(t)

Observa>on:  
v(∞) = Av(∞)

Thus   is _____________________________v(∞)


