Lecture 24

Eigenvalue Ili: Properties

Instructor: Ruoyu Sun &b XK F ORI HBAEFR

e The Chinese University of Hong Kong, Shenzhen | School of Data Science



Today’s Lecture: Outline and Learning Goals

Main topic: Properties
1. Properties: Sum, Product of Eigenvalues
2. Similar matrices

After the lecture, you should be able to

1. Prove and apply a few properties of eigenvalues

2. Tell the property of similar matrices
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Judgement Question

Q1: Any real square matrix A can be written as A = SDS " where

D is a diagonal matrix, and S is an erthogonal matrix.

|

Co(se.

oS’ 0 Sipmadn \j" A D pst Sy mmetid, then A+ SDsT
Q2: If there are n eigenvectors of a real matrix A that can form an

orthonormal basis of R”, then A is a symmetric matrix

th rfmw ?mwlm

9. 4 s

Q3: For any real square matrix A, we can find a diagonal matrix D

(possibly complex) and a square matrix V (possibly complex), such

that AV = VD . “[rae.

few fwfll voted



I Eigenvalues and Eigenvectors

Definition 21.1 (Eigenvalues and Eigenvectors)

et A € C'™" be a square matrix.

f there exists a scalar A ( € R or C) and a nonzero vector x such that
Ax = Ax,

then A is called a (real or complex) eigenvalue and x is called an

eigenvector with respect to (or associated with; corresponding to) A.

C:= set of complex numbers
A A
AAX

X 1s not an eigenvector X 1S an eigenvector



I General Procedure to Find Eigenvalues/Eigenvectors

Step 1: Solve det(A — AI) = 0 and getnroots A, ..., 4,

Solving single-var polynomial.
Step 2: For each A, find the eigenspace Null(1,/ — A)

Solving up to n linear systems.

Any nonzero vector in Null(4,/ — A) is an eigenvector corresponding to 4,

Null(A] — A) ={ eigenvectors of A with } U (0)
i

respect to the eigenvalue A

Fact:
Any n X n (no matter real or complex) matrix A has n
complex eigenvalues (counting multiplicity).

Characteristic polynomial p,(A) = det(A — Al) has n roots.



I Spectral Theorem

Theorem 23.1 [Spectral Theorem]
Any real symmetric matrix A can be written as

n
& T_ T
A=VDV'=) dvvl. (%)
j=1
where D = diag(4, ..., 4,) is a real diagonal matrix,

V =|vy,...,v, ]isareal orthogonal matrix.

(*): Eigenvalue decomposition (EVD) or eigendecomposition of A.

Property 23.1: All eigenvalues are real.

Property 23.2: Eigenvectors can form an orthonormal basis of R".

(23.2a) Eigenvectors can form a basis of R".
(23.2b) Can pick an eigenbasis that is orthonormal set.
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Play with p,(4)

Mobix fagfm'v\ﬂ

Eigenvalues are roots of characteristic polynomial.

We will explore results on polynomials,
to get some properties of eigenvalues.



I Review of Middle School Results: Vieta’s Theorem

V,‘a-to.’g Theorem 5{7 A?/‘?)
lf oo(+Lx+c =0 /\0 w i KX

Con you frow_ it 7

One way is to use root formula.
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I Better Proof

Clotm

[otm l]c DX +bxtCc=0 hes two o3 X, X., (A"J’-D),

then DX 4bx+C = 0(X=X)(X-%) ()
[ This cloim con be fravu‘ L] show.ng Y—Xj 15 & fac‘twaf px“+bx+c]

Proof Method 2 of Vieta’s theorem for quadratic equation:
Express RHSas O ( X - (X\‘qu) X+t XKk )
—_ 0)(1 — 0‘<X¢~FX’»> Y —+ 0 )()KI @

(K-\—

Compare s get

Coeﬁouenﬂq, LHS t(? ﬂlZd’f ﬁ( @
L

w.ﬁwwf 75 X - b= -+ = NRa=p
j,(X C = & XX ‘ﬁX\X—a‘;p%




I Vieta’s Theorem: General Case

V[Q‘(‘&'S T heorem (0‘?7’” C4se)

. w+ QX+ Qo hes N poots \G, O
guﬁ)o;'- )L(X) on X'+ < o (V\«i )

Xy, X, > Xn, +hen Z‘X = T 0 ) @
Do n
TY=’(' SN, T(mf)

7>
Proof of Vieta’s theorem: /

Express f(x) as fix) = (I ( X- ?(\) (X=X2) ~-- (7(~ Xa)
- — ar\( (Xn- é(l 5 -6““+X'\) YQ,—-(- o

Compare @Qfﬁm’{“get - “‘("’)“X)“*XQ
C"e-‘ﬁ\‘c‘w "r {Xn.\‘. ar\-( = — O (X]‘(““ ’{'%)
’é jz;_ X = « O~

) O

D’Qﬁ"«\_ \a‘f\ Y”(i)rb 0‘0 0’?\ '(—l)A X‘—\.x.. q _\q Xj:'o'\n(ﬂ)
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;\»f[, Prove »a tndn o fssume te resdt folds T~ .
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Applyi@to pa(d): O(Jffﬁﬂ( o A .
I 1st Calculation of Coefficients 4
PA) =det(A — A1) = Bt QA =+ s N
SN— >

Roots are WA: Ay oeis Ay &=
— [/

Sum of W80 of Dy P T X a
By Vieta’s theorem, the sum of eigenvalues is N o T 0 "W\
—

By Vieta’s theorem, the product of eigenvalues is ()] Xo X
0

— X
What are the coefficients of p;,(A)?




2nd Calcula@Mnts of p,(1) //\""
Consider n=3 case: Write A = (;;)33 wlff(ow\ﬁ 0[‘ A, Aa(:()

Use definition of determinant; to expand:

o TO=A be Gy
02,  GuA Oy

051 by Dy~ A |
= (D) dotlCy) — B d0A(Co) 8y dl (Cy)

p(A) = det(A — Al) =0l.M

= ) (0 N B g (B 9 [ e
- 0y OyA Oy b
= Qi) buyby TN o)

n NS fo XV _
'ﬂ\m’re mAna terms thet pontak A°;1 ( constant tems),
so we need o nb‘jﬂarent method compute O [nex. poge]
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/J:C)\) = 0o TO N+~ + 0g A

I Product of Eigenvalues fo) =00
pﬂ(A) = det(A — Al)

Roots are eigenvalues of A: 4;,..., 1.

n=3case: 4, (A-As)= O-2) (A= 2) (- M)-(=)°

[

I( P\L‘L 2=0

M( A> — )\'/\2)\5

P{ﬂr A=Q




I n=3 case and General Expressions
p,(A) = det(A — Al
Roots are eigenvalues of A: 4, ..., 4

n = 3 case: :
-~ &
),‘(’/\z 4’)3 — % ))
A S :dﬂ.f(A)

General n case:

A,‘l')\z"’ ‘f’)t\ = 2'
A Ay = dmA)

n [ ]
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I Sum of Eigenvalues

Question:

What is the sum of eigenvalues?

Proposition 24.1 (Sum of Eigenvalues)




I Sum of Eigenvalues

Question:

What is the sum of eigenvalues?

Proposition 24.1 (Sum of Eigenvalues)

Let A € R (or C™"") be a square matrix.

n n
Si=Fa
i=1 1

=

Definition: a.; is called twlﬂ.
- ).

l

|l
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Proof

1. Definition of Eigenvalues:

Eigenvalues of a matrix A are the solutions to the characteristic equation det(A — Remark:
AI') = 0, where A represents an eigenvalue and I is the identity matrix of the same .
. Proof trick
size as A.
o : 7
2. Characteristic Polynomial: compute twice
The characteristic polynomial of A is given by p(A) = det(A — AI).Forann X n %‘-—ﬁ\k
/

matrix, this polynomial is of degree m and can be writtenas p(A) = (—1)" A" +

Ch 1AV 1 4+ ...+ 1\ + co, where the coefficients ¢; are functions of the entries of

A.

3. Coefficient of \” ! in the Characteristic Polynomial:
By expanding det(A — AI), it can be shown that the coefficient ¢, 1 of A L is (up C. = 4 A ) - \j\—’ L
-
to a sign) the sum of the diagonal entries of A, which is the trace of A.

4. Sum of Roots of the Characteristic Polynomial:

According to Vieta's formulas, the sum of the roots of a polynomial (which are the Z" )‘ o~ Cn-l _ ( ')"-,[
eigenvalues in this case) is equal to the negation of the coefficient of the second- ) | ) (_4),, - h -l
highest degree term of the polynomial divided by the leading coefficient. For the 0] + (A )

= r

characteristic polynomial, this is —c¢,,_1 /(—1)", which simpilifies to the trace of A

(since the leading coefficient is (—1)" for the A" term).

Therefore, the sum of the eigenvalues of matrix A is equal to the trace of A. This proof
is quite abstract and involves a good understanding of matrix algebra, determinants,

and polynomial theory.



I Product of Eigenvalues

Question:

What is the product of eigenvalues?

Proposition 24. (Product of Eigenvalues)

Let A € R (or C™™") be a square matrix.

n

[]4 = dewa)

i=1



I Simple Matrices Checking: Diagonal Matrices

0
A: ((j\ ))
_h/

o) I
ot (A) = T - T
j =)




I Example of Sum and Product of Eigenvalues




I Example of Sum and Product of Eigenvalues

A=

@and Trace(A) = 4.

5—\ 18 °
pa(A) = [A = Al| =

p—

iy =2+ 3i.

~~

det(A) = AMA2 =449 =13, Trace(A) = A1 + X2 = 4.
7('\ +%"




Part Il Similar Matrices
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I Similar Matrices

| Definition 24.1 (Similar matrix f8{L%EFE)

If two 11 X 1 matrices A and B satisfy A = S”'BS for some § € R™",
then we say A and B are similar (1B{I{).

A=S"'BS
ﬂ/ \ﬂ\(gm S moa or W& Mot oxst)
55=9A



I::))y Dma 9?M0~re motnXx A)
3 ?Mam mestix Ny 0(»\&3'0”4 wetiy D, st
AS=SD -
) A =5DsT
ﬁ A 14 Sl)"‘:lDY ﬁ 0‘\%07\4" mehn D
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Eigenvalues of Similar Matrices

(First version)

Suppose A, B € R™" and are similar, i.e., there exists an invertible

matrix S such that A = SBS™!, then A and B have the same eigenvalues.

What does “have the same eigenvalues” mean?

1 0 O 1 0 O
Does |0 2 O]land |0 1 O “have the same eigenvalues”?
0 0 2 0 0 2

We want the answer to be “NQO”.

Multiset.



I Product of Eigenvalues

> nok wilely ed
Notation: Denotas the multiset of eigenvalues of matrix A.

Proposition 24.3 (Precise version. Eigvals of Similar matrices)

Suppose A, B € R™" and are similar, i.e., there exists an invertible

matrix S such that A = SBS~! then A and B have the same eigenvalues, i.e., EIG(A) = EIG(B).

1 0 O i
Doegs |0 2 0]/and
0 0 2. i
No, since EIG(A) # EIG(B

O
-

“have the same eigenvalues”?

0
1
0

o O

-




I Product of Eigenvalues

Proposition 24.3 (Similar matric
Suppose A, B € R™" and are similar, then EIG(A) = EIG(B

(but (nful K it —
Proof (l)\MMW): By de 'ni’tiond‘.’»“2> \[ rek. ek
];(— A 1 on ,UBQNW‘K e-f A, +len Vﬁ)\‘ G onk )(750} () C/jjso&n @ Vu(

 Ax=Ax=> SBS 'x = ix 2) ;j(:;fww .
= E“‘ N ~
i l\o?():\(g"uoi>:75“i\f“/ g
U u how U=Cx e 7?)11101\@&3%%@
R U=S"x#0.

Thes, e hove shown:
| A0S O & hUo{aaof A/

thee )\ o on Afg}&'\(/a/alafﬁ 9,
Simsloty> 18 O @R Lf A o bgenvelse of b, then x i on tigonde of A .2)

DgD 3 E6AI=EGES)



Tu@gmmt Questn., D g @ = E16W=EicB).
I)t A as on tigude of A, ther A o ﬂg}u\(/a/uc b O
lf X @ O ,@\?zn(/olua of B the~ % 1) bn &'gﬂwua(u',f’q | D

&wfw - w@f[aj,

AZ[HZ]»B:FZi]

D& O hld.
Eleh) = R0 L 2) F E6(b)= | b22),

the @) doos MT fold.
—(’/\Qra—fwz , D2 ® oe 0] enmﬁl. B (])wve &) ‘




“/Va,w” yosult - Cwm((ora» of old results)
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I Product of Eigenvalues ), _ \(  detengd o

Proposition 24.3 (Similar matrices)
Suppose A, B € R™" and are similar, then EIG(A) = EIG(B).

proof (it ): By 1M fwr thot poats of {A(A) forr BG, { LL
EIG(A)— 6(B> w 1\;\?}'12': s in yourm

=) fA(A Pr(8) / for eigenvalues?
A oot (A-AI) = ek (B~ AL) ) Pﬁj‘\"h"hhi Axz=AX
gﬂ:g: D‘-‘”r (Q/A“S—(—L\}_i 2) CAerectens6t
oo (5As™= 2 1) = dot( S (A-AD) S polymomiel.
= oot (G) dor(p-AL) deng”)
— ol (4-A3) )



I Exercise: Judgement

. nxn S .
Judgement: If A, B € R are similar, then A and@Mme eigenvalues.
Judgement: If A, B € R”X”mthen they are similar.

Judgement: A real square matrix is similar to a real diagonal matrix.

7w‘jmwt: i Ao B oo siler, then tr(A)=tv (B).



I Summary Today (Write Your Own)

One sentence summary.

Detailed summary:



Summary Today (Instructor)

One sentence summary:
We learned similar matrix and properties of eigenvalues.

Detailed summary:

i) Sum of eigenvalues = trace of matrix.
ii) Product of eigenvalues = determinant of matrix.

iii) Similar matrix: A = SBS™!
Property: Similar matrices have the same multiset of eigenvalues.



Appendix Diagonalizable




Recall: Collection of Eigen-equations

Collection of n equations for eigenvectors, can be written in

matrix form as follows.
Lemma 23.1 [eigen-equations in matrix form]
Suppose Av; = Avy, ..., Av, = 4,v,, wherey, € C", 1, € C. Then AV=VD, (¥

n-n°

where D = diag(4,, ..., 4,) is a diagonal matrix, V = [v{, ..., v ].

Lemma 23.2 [reverse: matrix form to eigen-equations]
Suppose D = diag(4, ..., 4,) is a diagonal matrix, V = [vy, ..., v,], where V; € C", /1j eC.

Suppose AV =VD. (*) ThenAv, =Avy,...,Av, =4 v,,



I Diagonalizable

Claim 24.1 [indep. e.v. ==> A has a special decomposition]
If an n X n matrix A has n linearly independent eigenvectors
Vi, ..., V,, corresponding to eigenvalues 4, ..., 4., then
A =S"IDS, Vk,
where § = [v,, ..., v,] € R™"is invertible, D = diag(4,, ..., 4,).

Claim 24.2 [indep. e.v. <== A has a special decomposition]

If an 1 X 1 matrix A can be written as A = S™1DS, Yk, where D is a
diagonal matrix, then it has n linearly independent eigenvectors.



Similar and Diagonalizable tB{{¥E & F0 0] XJ 1L,

(Similar matrix 8L EEFE)

If two 1 X n matrices A and B satisfy A = S™!BS for some S € R™"
then we say A and B are similar (f81bL).

(Diagonalizable A3 &1L

If a square matrix A is similar to a diagonalizable, then we say A is diagonalizable.

Theorem 24.1 [Suffi. & Necc. Conditions for Diagonalizable: n indep. eigenvectors]
An n X n matrix A is diagonalizable iff eigenvectors of A can form a basis.

We call this basis an “eigenbasis” (corresponding to A).



I Proof of 2*2 Case

Lemma: If v, V, are eigenvectors of A,and V =[v,, Vv,], then
AV =235V.

Thm 22.1 (n=2 case)
Eigenvectors of A can form a basis <= A = Sdiag(4,,4,)S!.

Proof of “=—": Suppose eigenvectors v, v, form a basis, then
S = [v,, V,]isinvertible.
By Lemma, AS=SD = A=SDS"!.

Proof of “<": Suppose S = [v,, V,]; since it’s invertible, v, v, form a basis.
A = Sdiag(d;, 1,)S™! = AS = Sdiag(1;,1,) = Av, = A,v, and Av, = 1,V,.




Appendix Applications




Application : PageRank
(Google’s 1st Algorithm)



Search [{¥ %]

3 key IT problems:

Search (key IT problem): pick good webpages Search

Recommendation,
Advertisement

(1248 ]

e.g. Many many webpages related to “application of eigenvalues”

& geeksforgeeks.org/applications-of-eigenvalues-and-eigenvectors/

v  Tutorials v Jobs v  Practice v  Contests

o5

'n  DSA Data Structures  Algorithms  Interview Preparation  Data Science  Topic-wise Practice

A Complete Guide for
ion

Applications of Eigenvalues and

ineering | Coupling

| Eigenvectors

& intmath.com/matrices-determinants/8-applications-eigenvalues-eigenvectors.php

rractive Mathematics

2. Large Determinants

3. Matrices

4. Multiplication of Matrices

® 4a. Matrix Multiplication examples
& 4b. Add & multiply matrices applet
5. Finding the Inverse of a Matrix

& 5a. Simple Matrix Calculator

® 5b. Inverse of a Matrix using Gauss-
Jordan Elimination

6. Matrices and Linear Equations

HOME TUTORING PROBLEM SOL

8. Applications of Eigenvalues
Why are eigenvalues and eigenvectors important? Le

applications of the use of eigenvalues and eigenvectc
computer science.

a. Google's PageRank

Google's extraordinary success as a search engine w
From the time it was introduced in 1998, Google's me

@ sthephy.files.wordpress.com/2020/05/eigenvalue-applications.pdf

boft Word - Eigenvalues -Applications-B

Some Applications of the Eigenvalues

1. Communication systems:

Eigenvalues were used by Claude Shannon to d
transmitted through a communication medium
the eigenvectors and eigenvalues of the comm
eigenvalues. The eigenvalues are then, in esser
themselves are captured by the eigenvectors.




PageRank: Algorithm for Search

Search (key IT problem): viewed as ranking items

PageRank: algorithm to rank webpages

W application of eigenvalues X ! @ Q

v Tuorigls v Jobs v Practice v Confests o5
https://www.geeksforgeeks.org » applications-of-eigenv... i n DSA DoloSrucires Aorifms neniew Preporaton Dot Science. TopicwisePrcics : I

& Complote Guide for

Applications of Eigenvalues and Eigenvectors - GeeksforGeeks - Applications of Eigenvalues and

17 Feb 2022 — Eigenvalue analysis is commonly used by oil firms to explore land for oil. B Eigenvectors

Because oil, dirt, and other substances all produce linear systems ...

https://sthephy.files.wordpress.com » 2020/05» ei... PDF : e
Some Applications of the Eigenvalues and Eigenvectors of a ...

Electrical Engineering: The application of eigenvalues and eigenvectors is useful for

Some Applications of the Eigenvalue:

s
1. Communication systems: 2

Eigenvalues were used by Claude Shannon to d
i through a ication medium
the eigenvectors and eigenvalues of the comm
eigenvalues. The eigenvalues are then, in esser
themselves are captured by the eigenvectors.

decoupling three-phase systems through symmetrical component ...

1 page

https://www.youtube.com » watch
The applications of eigenvectors and eigenvalues - YouTube

Get free access to over 2500 documentaries on CuriosityStream:

& intmath -app o php

http://go.thoughtleaders.io/1128520191214 (use promo code...
rractive Mathematics HOME  TUTORING  PROBLEM SOL

YouTube - Zach Star - 14 Dec 2019 . .

2 Large Determinants 8. Applications of Eigenvalues

3 Matrcos Why are eigenvalues and eigenvectors important? Le

4. Multiplcation of Matrices Spplcaions oftheuss of siganvalues and oigenveci

computer science.

( 4a. Matrix Multiplication examples

& 4b. Add & multiply matrices applet

‘ 10 key moments in this video v

5. Finding the Inverse of a Matrix

& 5a. Simple Matrix Calculator

a. Google's PageRank

Googl o success as a search engine w
From the time it was introduced in 1998, Google's me



I Some Thoughts

General advice: before reading any algorithm, think first:
What would you do?

Yiming Zhang 5—% (ByteDance): excellent example.
Solve recommendation in his own way.



I Some Thoughts

General advice: before reading any algorithm, think first:
What would you do?

Rank by importance of webpages.
How to compute “importance”?
1) Authority? [TX/E)]

2) Number of visitors? [15]8) =]

3) Number of links to the webpage?
—degree of a graph

True hotspot (linked to real webpages) Fake hotspot (with “fake fans”)



I New Thought

What did Page and Burin do in 19987

How to compute “importance” of webpages?

1) View webpages as a graph.
—If webpage 1 has a link to webpage 2, then add directed edge (1, 2).

2) Estimate # of visitors.

Key idea: mimic browsing.

60% CUHK
6 links to CUHK

40% Shenzhen News
4 links to Shenzhen News

CUHKSZ



I Browsing Dynamics

Assume there are 1000 visitors on each webpage at minute 1.
How many on each webpage at minute 2?

CUHK
80% . X,
/ A Visitors to CUHKSZ
60% ici
CUHKSZ 0% || 30% Visitors to CUHK YV
40% Visitors to SZ News 7.
70% Shenzhen News
Al = X+ Yt <t
Vir1 = X+ it <t

| X, + Y+ <y



Model for General Graph
Setting: n webpages.
Each webpage may have links to other webpages.

At time ¢, there are v,(?), v,(?), ..., v, (?) visitors at page 1,2,...,n.

Assumptions:
If there are m pages at a webpage J,
then a visitor at webpage j will click one of the m pages randomly.

Denote g, as the probability of a visitor at webpage j to visit webpage k.

A= (ajk)ls jk<n
V(t+ 1)) V(1)

Math model:  |v@+D| _ , [(m®

_vn(t.—l— 1)_ _vn'(t)_

Algorithm: Compute v(co) = lim v(¢), and rank webpages by entries of V.-
[— 0



An Example

1/2
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An Example

172

[1/3]
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Time 1:
12

174
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o 1 U
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_Microsoﬁ | _1 /3
113
1/3 |«
1/3
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30
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Solution

V(t+1)] v,(7)
Math model:  |v@+D| _ , (m®

_Vn(t.+ 1)_ vn.(t)

v(t+ 1) = Av(d)

Algorithm: Compute v(co) = lim v(¢), and rank webpages by entries of V.-

[— 00

Observation:
v(co) = Av(o0)

Thus  v(00) is




