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Review
Linear Function

Definition Suppose a1, a2, . . . , an are given real numbers,
x = (x1, x2, . . . , xn), then

f (x) = a1x1 + a2x2 + . . .+ anxn

is called a linear function from Rn to R.
Alternative Suppose a ∈ Rn is a given real vector, x ∈ Rn, then

f (x) = ⟨x, a⟩

is called a linear function from Rn to R.



Exercise 1

Suppose V = span


 0

1
−1

 is a subspace of R3.

(1) Find a non-zero linear function φ : R3 → R that:
∀x ∈ V , φ(x) = 0

(2) Prove that Ann(V ) = {φ | ∀v ∈ V , φ(v) = 0} is a linear space.



Review
Linear Transformation

Definition Suppose aij(i = 1, 2, . . . ,m; j = 1, 2, . . . , n) are given real
numbers, x = (x1, x2, . . . , xn), then

f (x) =


a11x1 + a12x2 + . . .+ a1nxn
a21x1 + a22x2 + . . .+ a2nxn

...
am1x1 + am2x2 + . . .+ amnxn


is called a linear transformation from Rn to Rm.

Alternative 1 Suppose A ∈ Rm×n is a given real matrix, x ∈ Rn, then

f (x) = Ax

is called a linear transformation from Rn to Rm.
Alternative 2 If a mapping f from Rn to Rm satisfies

f (αx+ βy) = αf (x) + βf (y),∀α, β ∈ R, ∀x, y ∈ Rn

Then f is a linear transformation from Rn to Rm.



Exercise 2

Consider linear transformation L : V → W , where V ,W are linear spaces.
Define Null(L) ≜ {y ∈ V : L(y) = 0}.

Prove that Null(L) = {0} if and only if the following holds:
∀v1, v2 ∈ V , v1 ̸= v2 can imply that L(v1) ̸= L(v2).



Exercise 3

Till now, we are talking about linear transformations over vectors. In fact,
the same definition can be applied to matrices, polynomials, etc.

(1) Let T1 : P2 → P2 be the transformation T1(p) = p′(x)− p(x), where
P2 is a subspace for polynomials of the order not greater than 2.
Prove that T1 is a linear transformation.

(2) Let T2 : P2 → R be the transformation T2(p) = p′(5)− p(3). Prove
that T2 is a linear transformation.



Exercise 4

Find a linear transformation T : R2 → R2, find a matrix A such that
T (v) = Av for all v ∈ R2.

T

[
x
y

]
=

[
−x
y

]
.



Solution
Exercise 4

Consider one way to solve Exercise 4( T

[
x
y

]
=

[
−x
y

]
(x , y ∈ R) ):

T

(
x
y

)
contains two independent parts: x and y . And

T

(
x
y

)
= x ·

(
−1
0

)
+ y ·

(
0
1

)
=⇒ A =

(
−1 0
0 1

)
Why? Each column of A is just representing the “effect” of one variable.
To be specific, it is the effect of each element in the basis of the original
space.



Step Further
Matrix representation

Actually, we can write any T

(
x
y

)
by the linear combination of:

T

(
1
0

)
=

(
−1
0

)
; T

(
0
1

)
=

(
0
−1

)
T (α1c1 + . . .+ αncn) = α1T (c1) + . . .+ αnT (cn) = [T (c1), · · ·T (cn)] · α

ONLY the basis matters!
Naive Strategy:

1 Find a basis B of the original linear space.

2 ∀i , find the vector T (Bi ) (the “effect”)

3 Combine them together to form a matrix.

Note that then when calculating the linear transformation of x , x should
be represented by the basis (coordinate vector), so that Ax makes sense.



Step Further
Matrix representation

Recall in Exercise 3, linear transformation can be define on spaces other
than real vectors, like polynomials.

Easy We can still find a basis for the original space. And we can find the
coordinate vector for any x .

Hard We cannot find the “effect” using a vector, then we cannot combine
them to a matrix.

Solution: Find a basis for the target space as well! Then we can represent
the transformed value in its coordinate vector, thus we can form a matrix.

T

(
1

0

)
= −1e1 + 0e2

T

(
0

1

)
= 0e1 + 1e2

=⇒ A =

(
−1 0
0 1

)



Step Further
Matrix representation

Definition For linear transformation T : V → W , where V has a basis A,

W has a basis B. If matrix C = (cij) satisfies T (Aj) =
m∑
j=1

cijBi , then C is

the matrix representation of T under bases A,B.
General Strategy: Find a matrix representation M:

1 Find a basis A for V .

2 Find a basis B for W .

3 ∀i , Find T (Ai ) as a linear combination of elements in B.
4 Write it as a column vector (the coordinate vector of T (Ai )).

5 Combine them to a matrix.



Exercise 5

Recall HW4, Problem 6. Suppose linear transformation T : R2×2 → R2×2

is defined as T (X ) = AX − XA, X ∈ R2×2,A =

[
1 0
2 3

]
.

1 Find a basis B for R2×2.

2 For each Bi ∈ B, write T (Bi ) as a linear combination of elements in
B.

3 Find the matrix representation of T under the basis you found.
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